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Abstract The aim of this study was to establish the reliability of directly taken
linear measurements on dry skulls and corresponding measurements taken on the
3D digital models created by laser scanning as well as to assess the agreement
between both measuring methods. Four skulls were measured in two competitive
methods—a direct measuring, based on the conventional craniometric method, and
a digital measuring, accomplished on 3D models created by laser scanning. Thir-
teen cranial measurements were taken on both dry skulls and 3D models. The intra-
and inter-examiner reliability was estimated using intraclass correlation coefficient.
The agreement between both measuring methods was assessed applying the Bland-
Altman method for replicated measurements. A Bland-Altman plot was constructed
for each of the 13 parameters. The 3D model and directly taken measurements were
assessed as highly reliable and reproducible, excepting the orbital height. Our results
showed that 96 % of all digital measurements differ from the directly taken ones
with less than 2 mm and respectively 67.6 % differ with less than 1 mm. Based on
the results of the Bland-Altman plots, most of the measurements obtained by both
measuring methods could be accepted as comparable, since the majority of differ-
ences were within the constructed limits of agreement. However, there were digital
measurements, particularly these with landmarks situated on bone margins, which
systematically overestimated the directly taken ones.
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1 Introduction

The pursuit for a higher precision and quality in scientific research has been growing
very fast in the past decades. This requires designing and implementation of new
types of research equipment and development of new methods for research data
analysis. The results from the new developed research methods are expected to be
more precise and less disputable. However, as a first step every new method or
equipment must be evaluated and compared to the theory and existing methods and
data. This first and basic procedure is the inter-comparison between equivalent data
obtained by new and old methods.

Because of the various applications and increasing accessibility of the imaging
technologies in the medical and scientific fields, the accuracy of the digitally obtained
metrical characteristics has been discussed in many studies. The most reported tech-
nology in the literature with regard to the reliability of the digital measurements is
the computed tomography (CT) and especially cone beam computed tomography
(CBCT), because of its growing application in the dental and orthodontic practice.
The use of dry human skulls has been a traditional approach to validate new craniofa-
cial imaging modalities [3]. The accuracy of linear measurements has been estimated
on 2D tomographic slices and 2D cephalograms [11, 14, 16, 17, 19], but the results
show some drawbacks, such as perspective limitations and positioning errors. Other
studies have been dedicated to the assessment of the accuracy of cranial measure-
ments made on 3D volumetric representations from CT and CBCT scans [2, 3, 10,
14, 15, 18, 23]. It has been established that the craniometric CBCT measurements
are accurate and reliable, although most of the authors have noticed that the CT
measuring data tend to be slightly lower than the conventional ones. Other authors
have compared the measurements of the skulls with their replica models produced
by rapid prototyping [9, 21], concluding that the models are extremely accurate,
although slightly bigger than the original objects.

The CT technology is a suitable imaging method for diagnostic and therapeutic
purposes in the medical practice and gives opportunity for various additional metrical
analyses as well as for creating a large virtual database from patients’ data. However, it
should be applied more cautiously in the work with bone remains from archaeological
excavations or forensic contexts. The exposure of a bone to clinical levels of radiation
has been presumed to reduce the amount of amplifiable DNA [12] and thus, the
extraction of ancient DNA from bone remains revealed in archaeological excavations
could be obstructed in case of a foregoing CT-scanning. Therefore, if only surface
data are needed for the purposes of an investigation, the laser scanning appears to be
more suitable method for capturing data, than the hazardous exposure of the bones
to X-rays.
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The hand-held laser scanners appear to be very useful for digitizing bone sam-
ples because of their portability, easy manipulating with digital models and reduced
risk of damages of the real objects [4]. The three-dimensional (3D) digital mod-
els created by laser scanning have an increasing application in the field of physical
anthropology in recent years. Since the skull is the most investigated part of the
skeleton, being an important source of information for a variety of anthropological
studies, the agreement between the conventional and digitally taken standard cranial
measurements is a crucial point for the future craniometric investigations. However,
despite the widening usage of hand-held laser scanners in paleoanthropology and
forensic anthropology and lots of applications of the created 3D bone models, there
have not been many studies, concerning the precision of the cranial measurements
obtained on laser scanning created 3D models [22, 23, 26]. The use of the cranial
measurements in sex determination, race investigations, personal identification, etc.,
indicates the necessity of more studies comparing the accuracy between conventional
and 3D digital measuring methods.

In this study, we aimed to establish the reliability of the directly taken linear
measurements on dry skulls and corresponding measurements taken on the 3D dig-
ital models created by laser scanning as well as to assess the agreement between
both measuring methods. There have been used different statistical methods for
assessment of the methods agreement—by absolute difference, different correlation
coefficients, linear regression, Bland-Altman plot, etc. We chose to apply the Bland-
Altman method for measuring agreement using replicated measurements, which has
been rarely performed because of its more complicated computation, but appearing
to be most suitable for our purpose. Moreover, the traditional Bland-Altman plot,
being a very illustrative method, has been widely used in clinical research.

2 Material and Methodology

2.1 Material

The subject of this inter-comparison study were four skulls from the osteological
collection at the Institute of Experimental Morphology, Pathology and Anthropol-
ogy with Museum, Bulgarian Academy of Sciences. The skulls belonged to adult
individuals from both sexes [6].

2.2 Methodology

2.2.1 Measurements

The skulls were measured in two competitive methods—a direct measuring, based
on the conventional craniometric method, and a digital measuring, accomplished on
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3D models created by laser scanning. Thirteen cranial measurements were measured
on both dry skulls and 3D models. The measurements represent direct distances
between definite craniometric landmarks described according to Martin and Saller
[20] (Table 1). The conventional measurements were taken with standard sliding and
spreading calipers.

The 3D models for the digital measuring were created using hand-held laser
scanner Creaform VIUscan™. The skulls were scanned without mandibles (Fig. 1).
The scanning was set at a resolution of 0.7mm and a texture resolution of 150
DPI. The accuracy of the laser scanner was to 0.050mm. The surface image data
collected by the laser scanning were post-processed in the scanner software platform
VXelements™. The measurements on the 3D models (.stl) were taken using the free
software Geomagic Verify Viewer (3D Systems, Inc).

All of the dry skulls and 3D models were measured three times by two examiners
to test the intra- and inter-examiner reliability. Each set of 13 measurements were
taken on a separate day in a random order. The replicated measurements were taken
independently of each other.

2.2.2 Data

A total of 624 measurements were performed on the dry skulls and 3D models by
both examiners. The data acquired from the direct and digital measuring method
consisted of two series of 312 measurements. Each method series was separated
by two equal parts corresponding to the measuring data of both examiners. For the
purpose of comparing both methods, the data for each of the 13 measurements were
grouped, as the measurements of each examiner obtained by the one method were
paired with these received by the other method in accordance with the succession of
the readings (1-st, 2-nd, 3-rd measuring).

Means of the measurements performed by both examiners on the dry skulls and
3D digital models were calculated over all 13 measurements (Table 2). It should be
noticed that the data from the digital measurements were averaged from data with a
higher precision, and the measured distances were with values to one hundredth of a
millimeter, due to the advantages provided by the contemporary digital technologies.
Conversely, the precision of the data acquired from the direct measurements was
constrained up to the scale bar of the calipers, which is to a millimeter.

2.2.3 Statistics

The first step in the analysis was to evaluate consistency in the results between
involved examiners. The intra- and inter-examiner reliability was assessed using
intraclass correlation coefficient (ICC). Since in our study each of a random sample
of n targets was rated independently by k judges and each target was rated by each
of the same k judges, the “two-way mixed” model of ICC [27] was used:



219

Accuracy of Linear Craniometric Measurements Obtained ...

syrewpuey ] 2dAJ1, UddMIOq paImseaw d1e HEO PUe INd€q
[L] syjrewpue] 9y} JO UONEBOYISSL]O [BI11039)BD YY) 0] SuIp10dde ‘(T[] pue ‘I[ ‘T 2dAL) S[elownu uewoy Yim UdAIS St syprewpue] oy} Jo adA) oy,

(111 2dA1,) wiSrew [eyrgio 1oddn oy 03 [oqered J1q1o 2y
Surssoio Jw woly Suruursaq auI[ AY) pue JIGI0 Y} JO WL [BI3Ne]

qUIPEa1q Te31qI10 dy3 03 re[norpuadiad pansedw ‘sursrews

AU} U9IMIAQ UOT)OISIANUI JO Jurod ayI—(32) UOIYOUOI0I T [®31qJ10 JoLIdJuI pue Jorradns Y UdIMIOQ SOUBISIP 3O (H9O0) WSy [enq1o

(11 2dA1.) 31910 9y} JO WILI [RIPAW Y} PUE AINJNS [BIUOIJO[[IXEW
AU} USIM]IOQ UOT)IsIAUI JO Jurod ay—(Jur) [BIUOIJO[[IXBIA UOTYOUOI0IY 0) [BIUOIJO[[IXBUW WIOI} dOUBISIP JOAII] (490) wpee1q [e11910
(11 2d£1,) 2rmuaade woyund oy) jo pud 1oddn ay) pue axmns (N1
[ESBUIIUI Q) UdaMIaq uondasiaur Jo jurod ay)—(1yr) uorurngy UOTUIYJ O} UOISBU WOIJ Q0UBISIP JORII(] [SUOQ [eseu ) Jo ySua|
(11 2d£1,) 21mins Are[[Ixewoonewo3Az (99N)
9y uo jurod Iomo] 30U AY}—(WZ) dIe[[IXeWOIAZ QIe[[IXeWOoSAZ YI0q U9OM]aq OURISIP 10211 [YIpealq  [eIOB]  O[PPIA

(11 2dAL) @mins onewo3Az-ojuoiy oy uo jutod
pauonisod A[[e1aye] jsour ay—(3uwiy) [erodurd) dre[ewojuoy

uory)so1d 0} UOISEU WOIJ JUL)SIP JOII(T

(HAN) WSy [eoey roddn

(I1 2dAL) seqrxew oY) Jo sassaoo1d Ie[ooATe
Q) uo aurprur Yy ut jurod JoLRjue Jsowr ay)—(1d) uoryisoig

oeroduId) QIB[RWOUOI] IO UIIMISG SOURISIP JORII(]

(g40n) wpeai1q [eroey 1oddn

(1 2dA1) saanns [enides

pUE [BUOIOD JY) UIIMIQq UOTIOISINUT Jo Jutod oy3—(q) ewSorg uoryyso1d 0} UOISEq WOIJ AOULISIP 10 (T9) WSuoy Te1oR]
(1 2dA1) seains projsewojarred pue projsewolidiooo

‘propquue| 2y} Jo UordasIauI Jo jurod ayI—(Ise) uoLIISy uoIseq 03 BwSaIq WOIJ d0ULISIP 10 (HD) yS1ey Teruer)

(11 2dA1) wnudvw uaww.of qunusou (NA9)

2y Jo urdrewr Jorrysod ay e Jurod aurpprw ay3—(o) uoryisidg

W10 JO SUISIRW [RISJR] SY) USIM)I( SDUBISIP 1S9ILAID)

wnuSvw uaUD.10f Jo YIpearg

(11 2dAY1) wnudvw uaumw.of
9 Jo urdrew Jou)ue Y uo jurod aurjprw ay}—(eq) uoiseg

UOLIQISE [[JOq U9MJAq dJUBISIP JOIIT

(4D0) wpeai1q [endooQ

(1 2d£1) oued reniSesprur oY) pue aImns (WA
[BSBUOJUOIJ 9} USMIAq UOT)IasIdUI JO Jurod ay—(u) uoIseN uory)sido 0) UOISEq WO} SOURISIP JOAII(] [UNUSDUW UIUDLOf JO ITUS]
(111 2dA1) sueld [eniSespru oy (19D) W3ua|

ur s 9y Jo jurod Jorraysod 3sowr ay—(do) uoruerooyisidp

uoIseq O} UOISBU WOLJ 90Ue)SIp 10211

Jseq [erueI1)

(111 2dAL) soyore Arerroradns o) usomjoq oueld
reniSesprw oy ur jurod Juourwold jsowr ayi—(3) B[[eqe[n

uorueIdoy)sido 0} B[[2qe[S WOIJ DURISIP 10T

(1D) WSuSy [eIuRI)

(2dA1 /uonruyop—syrewpue|

uonuyaq

SJUWRAINSLIJA

sjuawaInseawl dLjowoueIn) | d[qe],



220 D. Toneva et al.

Fig. 1 Frontal and lateral
views of the 3D models of
the four skulls (a—d)

(b)

(d)

BMS —-EMS

ICC(3,1) =
.1 BMS + (k— 1) EMS

where with BMS is denoted between-targets mean k square with n — 1 degree of
freedom, yielded from two-way ANOVA. The notation EMS is used for within-target
residual sum of squares, with (n — 1)(k — 1) degree of freedom.

The intra-examiner reliability was calculated for each measurement on the base
of the triple measuring of the four skulls and 3D models, respectively (k =3, n =4).
The inter-examiner reliability was calculated for each measurement separately for
the digital and direct measuring methods based on the juxtaposition of the individual
values of the triple measurements of both examiners for the four samples (k =2, n =
12) (Table 3).

In the inter-methods comparison, the accuracy was assessed by an examination of
the differences between digital and direct measurements performed by both examin-
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Fig. 2 Histogram of the differences of all paired measurements (n = 312)
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Fig. 3 Scatterplots of a the direct versus the digital cranial measurements with the line of equality;
b the means versus the differences between digital and direct measurements

ers. The differences between the two methods were measured as absolute differences
in millimeters /mm/. Firstly, the inter-comparison was assessed based on the mean
differences between both measuring methods for all 13 parameters (Table2). As a
second step, the comparison of the methods was founded on the individual differ-
ences from the paired triple measurements of the two examiners on all four samples.
The frequency of the differences between all paired measurements was illustrated
by a percentage histogram (Fig.2). A scatterplot was used to graph the correlation
between the data of direct and digital measurements (Fig.3a). A graph plotting the
means against the differences between both measuring methods was used to illus-
trate the systematic diversion of the differences in accordance to the magnitude of
the measurements [5] (Fig.3b). The assumption of normality for the digital-direct
differences of each parameter (n = 24) was tested by the Shapiro-Wilk test.
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Fig. 4 Bland-Altman plots representing the bias (continuous black line) and the 95 % limits of
agreement (dotted lines), based on the replicated measurements of each cranial measurement

The digital and direct measuring methods were compared applying the Bland—

Altman method [1], which plots the means of the results of both methods (x-axis)

and the differences between the two methods (y-axis). The methods agreement was

quantified by constructing 95 % limits of agreement (LoA) for each of the 13 mea-

surements (Fig.4). Because of the repeated measurements, the LoA were built in
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the assumption of compound variance of the observed variance of the differences
between the within-subject means o, and the within-subject variances ox,, and oy,
from measurements by the used methods (X and Y') with equal number of replicates
m. The variance of the differences between means was yielded by the following

formula [5]:
1 1
Ox_y =g+ (1 - ;) T + (1 - ;) T

The values for the standard deviation were computed using the Linear Mixed-Effects
Models library in R [8]. The used data set consisted of 4 columns of parameters—
method, item, replication number and distance measurement in mm.

3 Results

The ICCs calculated for each examiner and between examiners showed almost perfect
intra- and inter-examiner reliability (Table 3). The only exception was observed for
the OBH with ICC values indicating moderate intra-examiner reliability and fair
inter-examiner agreement for both measuring methods.

The means of the digitally and directly taken measurements and the corresponding
mean differences for all 13 parameters are given in Table 2. Eight of the craniometric
measurements on the 3D digital models were slightly smaller than the directly mea-
sured ones, as the mean differences ranged from —0.38 to —0.66 mm. The remaining
five measurements, including the LFM, BFM, OCB, FL and OBH, showed higher
readings on the 3D digital models than these on the dry skulls. Unlike the OCB and
FL, which had the lowest absolute mean differences, the mean differences of the other
three features had the highest values of all calculated ones. The bigger values of the
LFM, BFM, and OBH, obtained with the software probably were due to the location
of the landmarks for these measurements on bone margins, which made very difficult
their placement exactly on the margin in the 3D model. Thus, these measurements
required the placement of the landmarks slightly above/below the margin within the
bone area so as to be caught by the program, and respectively the obtained values got
higher than the directly measured ones. The digital measurements of the BFM and
OBH exceeded the direct ones by an average of 1.33 mm and 0.99 mm, respectively.

The percentage histogram of the differences obtained from the paired repeated
measurements of all parameters showed that they were normally distributed as the
most common were differences within 1 mm (Fig. 2). Overall, our results showed that
96 % of all digital measurements differed from the directly taken ones with less than
2mm and respectively 67.6 % differed with less than 1 mm. The scatterplot between
the grouped data of both methods indicated the lack of a systematic bias, as almost
all points lied on the line of equality (Fig.3a). According to the graph plotting the
means against the differences between both measuring methods (Fig. 3b), it could
be observed that the divergence of the differences decreased with the magnitude of
measurements. The most reasonable explanation for this trend was the observed dif-
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ficulties in the precise measuring of the dimensions with small sizes. The hypothesis
that the digital-direct differences of each parameter were normally distributed was
confirmed by the Shapiro-Wilk test’s p-values, which were higher than 0.05 (p >
0.05).

The Bland-Altman plot as a method for comparing different measuring methods
was constructed for each of the 13 measurements. The biggest bias was observed
for LFM, BFM and OBH (Fig.4). The differences in seven of the craniometric
measurements were entirely distributed in the LoA. Four of the measurements (CBL,
CH, FL, and UFH) had 23/24 or 95.8 % of the differences falling within the limits.
The CL and OBH showed 22/24 or 91.7 % of the differences distributed in the LoA.
The analysis of the data that left outside the intervals of agreement showed that
the outliers were produced completely random and there was not any relation to the
selected methods of measuring or the personality of examiners. However, it should be
notices that this method of analysis is not very sensitive to one or two large outlying
differences and there is no need to be removed from the analysis [5].

The smallest width of the 95 % LoA was established for the CL (1.78 mm) and
the biggest one was observed for the OBB (5.04 mm). The very wide LoA observed
for the LNB and OBB were due respectively to the bigger between-subject variance
and the bigger within-subject variance of the direct method. Most of the Bland-
Altman plots evidenced for an agreement between both measuring methods, except
for the LFM, BFM and OBH, because of the very big bias. However, only five
measurements had a width of the LoA less than 3mm (CL, CBL, LFM, CH and
OBH), which indicated quite wide LoA for the most measurements. A reason for
the wide LoA intervals in our study could be the small sample size. Besides, it has
been noticed that when the method is applied using replicated measurements, the
LoA intervals are wider compared to the variant with the means of each measuring
method [5].

4 Discussion

The reliability and accuracy of the digital measurements obtained on laser scanning
created 3D models are key points at the time of an increasing usage of hand-held laser
scanners in paleoanthropology and forensic anthropology. Concerning the reliability
of the 3D laser scanning method, there have been established excellent results for
the linear craniometric measurements [22] as well as precise ones for the surface
area and volume measurements [26]. Our study is not an exception with almost
perfect intra- and inter-examiner reliability for nearly all digitally and directly taken
measurements, except for the OBH indicating moderate intra-examiner reliability
and fair inter-examiner agreement. The results obtained for this parameter could due
to the type of landmarks (Type III) defining this measurement as well as to the small
sample size. However, namely Type III landmarks have been reported to yield the
most precise coordinate data on 3D laser scanner models [25], as the measurements
between them have been found to be very consistent [23]. On the other hand, Type
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IIT landmarks have been established to be lowly reproducible according to a study
based on the coordinate landmarks data obtained by 3D digitizing [24]. Although, in
our study, exactly a measurement between these landmarks showed poor results on
the reliability, the other two measurements defined by the same type landmarks had
excellent ones. So it should be considered that the separate Type III landmarks and
the measurements defined by them could show varying reproducibility, depending
not only on the choice of the 3D technique but also on the choice of the landmarks,
and thus to lead to different results and conclusions.

According to the used inter-comparison technology, the accuracy of the cranial
measurements was found to differ to a varying degree. Because of the manual mea-
suring and the easier landmark identification directly on the real objects, the dry
skulls and their produced prototypes have shown least differences in their metrical
characteristics [23]. Comparing the digital technologies, the laser scans have pro-
vided more accurate measurements compared to the CT ones, due to the interpolation
of the data between CT scan slices at the 3D rendering [23]. The 3D laser scanning
method has been reported to give a slightly lower reading compared to the conven-
tional measuring [22]. However, such a tendency has not been observed in other
studies [23, present study]. Our results showed that there were even a few digital
measurements such as LFM, BFM, and OBH, showing a systematic overestimation
of the direct measurements.

It worth noting that the providing of an accurate digital metrical analysis requires
a very good quality of the 3D models with well captured surface in the places of all
investigated landmarks. The suture-based landmarks (or Type I) have been reported
to be very problematic for identification on 3D models, as the measurements between
such landmarks have shown a greater variation in the measurement error [23]. In our
study, the measurements with one or two Type I landmarks did not indicate consistent
big differences between both measuring methods, but some of them were also highly
variable. As a whole, Type I landmarks have been reported to be more precisely
identified when they are collected with a digitizer than on 3D models [24, 25].

The landmark location has been suggested to be a major source of variability in
the measurements depending mostly on the human judgement [13]. This could be a
reason to some extent for the inaccuracy in the measuring of the BFM and OBH in
our study, which were described indefinitely as a largest diameter and a perpendicular
to some another measurement (i.e. include only Type III landmarks), and thus, the
personal assessment of the examiner is supposed to be a substantial factor. The lower
intra- and inter-examiner reliability observed for the OBH could cause to a certain
degree the inconsistency between both measuring methods, but this cannot be an
explanation in the case of the BFM. However, as we previously noticed there were
software caused difficulties in the landmark location for these measurements, so the
measuring differences could not be specified as only human dependent. It should
be also taken into account the big difference in the precision of the used measuring
techniques, although our results showed that all digital-direct differences with few
exceptions were within 2mm, which have been considered as an acceptable amount
of error in forensic anthropology [28].



228 D. Toneva et al.

5 Conclusion

The ICCs indicated that digital and directly taken measurements were highly reliable
and reproducible, except for the OBH. Overall, almost all digital measurements
differed from the directly taken ones with less than 2mm and respectively 2/3 of
them differed with less than 1 mm.

Based on the results of the Bland-Altman plots, most of the measurements
obtained by both measuring methods could be accepted as comparable, since the
majority of differences were within the LoA intervals. However, there were digital
measurements, particularly these with landmarks situated on bone margins, which
systematically overestimated the directly taken ones and should be considered with
more attention when it concerns to a 3D digital measuring method.
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