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A New Method for Software Quality Evaluation
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Abstraet: Existing methods for software quality evaluation are based on hierarchical models, and
as a consequence are rather expensive and cumbersome. A new method, based on classification
procedures is proposed. Experts determine a set of binary characteristics for a given type of software,
describe a few well known program products of this type as baseline binary vectors and break them
down into a few classes of quality. When a new product comes it is similarly described, and then
eight different algorithms are applied in order to classify the new produet into one of the quality
classes. An example, illustrating the method, is given, some arising problems are discussed and appro-
priate heuristics to solve them are proposed.
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Hopprii MeTO 1A ONEHKEN KAYecTBA MPOrPpAMMHOro obecnmeueHms .

Peawome: CyumjecTByiomniine MeTOAbl 1A OHEHKH KadecrBa makeroB mporpamm (IIII) ocHoBm-
BAOTCA Ha HePAPXHUECKHX MOJENAX Il ABIAITCA TPYRoeMKuMi u jgoporumu. Merox, mpen-
Jaraemsiii Hamu Oasmpyercd Ha KIACCHQUEKA TMONHHX HPONEAypax. JKCHePTE ONpeeIdioT
MHOZKECTBO JIBOMYHEIX IPUBHAKOB MU faHHero kiaacca I1II, onMceBA0T HECKOJILKO XOPOIIO
sHaromeuix III1 B Buje IBOMYHEIX BEKTOPOB M PastiBaOT X HA HECKOJLKO KITACCOB KAYeCTBA.
Ramuit wopwtit [T onucriBaercsa TakuM ke cmocoBoM, U IPHMEHAIOTCA BOCEMb AJITOPUTMOB
naA ero wiaaccnfuxaumu. dam nmpumep, o0cysaaorcA HEKOTOPHIE BO3HIIKalOM{He MPo6aeMb
W IPeIaranTea OBPHCTHRE LA UX PeNIeHIs.

Kaogessie c¢aosa: TexHoiorua nporpaMMHoro obecleuyeHHA, KavyecTsBo, Kiaccudukamusa,
MmaKerT nporpamm

1. Introduetion

By software quality we will understand a set of characteristics of the software product
or service which shows their capacity to satisfy certain needs [1], [2]. Software quality
evaluation is based on hierarchical models. The quality itself is defined by several factors
which represent the user’s views on the essential attributes of the product. Each factor
is determined by several criteria which characterize programming aspects corresponding
to this factor. Each criterion is determined by a few metric elements. In some models
there is an additional intermediate level. The evaluation process for a particular pro-
gram product is the following: experts give an assessment for every element. By using



48 J. New Gener. Comput. Syst. 3 (1990) 1

predefined weights for each particular type of software, weighted sums are obtained which
represent criteria values. After that factor values are similarly obtained as weighted
sums of eriterion values, the end result being the quality value as a weighted sum of the
factor values. This method obviously is rather subjective as all weights and the majority
of the particular element values are determined by experts. It is also expensive and
cumbersome — in [3] the number of metric elements is 257, and in [4] — even higher.
It should be kept in mind that such value accuracy (usually one hundredth in the inter-
val [0, 1]) is not necessary in all cases. Very often the user requires only approximate
information as to whether the product is perfect, good or poor, while the professional
only needs to know how the produect ranks in comparison with several already well known
products of the same type.

These general considerations rise to an attempt to develop another method for soft-
ware quality evaluation. Well known tools of recognition theory [5] were used — some of
which were further developed. In some cases new ones were proposed. Although the
principles of the method have already been explained (e.g. in [6]), it is worthwhile re-
iterating some of them in order to make the paper more understandable,

2. Quality Model

Let us consider a given type of software product (text editors, payroll programs, games
etc.). We determine for this type a set of characteristics - §,, ,, ..., j,. Each character-
istic can be assigned the value 1 if the product does possess the corresponding property,
0, if it does not, and x, if no information is available.

Let us also suppose that several products of the same type are very well known and
that the value of each characteristic can be determined for every product (to be called
furtheron standard). Certainly, it is preferable to minimize the number of z-s. Then,
on the basis of the existing opinion of users and professionals, these standards are broken
down into several classes, depending on their quality. In practice two (good and poor),
or three (perfect, good, and poor) clagses are most often determined, but a higher num-
ber is also possible. In this way each standard is represented by the vector K; =
(@;,, @i, ..., ; ), where n is the number of characteristics and a;; belongs to {0, 1, z}.
Moreover, if s is the number of classes, then &; belongs to one and only one class K,
where g = 1, 2, ..., s. The intersection of these classes is empty. The input data describ-
ed above can be represented as a table 7', called “teaching” table (Table 1).

Once created, this table is relatively stable for the particular type of software. Let us

Table 1. Teaching table
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now suppose that a new product E is given. We determine its baseline vector £ =
(ay, ay, ..., a,), i.e. we determine the value of each characteristic for Z. The main idea
of the method proposed is that by using table 7', and the description (baseline vector)
of E, the new product ¥ is classified into one of the s predefined classes. This supplies us
with information about its quality, which in many cases is quite sufficient.

There are two notions in the classification procedures which are essential. We shall
call test of 7',,, a subset of columns of 7',,,, such that every two rows of 7,,,, including
only these columns are different, if they belong to different classes. A terminal test
(TT) is a test, no subset of which is a test.

We shall call representative sample for a given class on a subset of columns that part
of a baseline vector (row of 7',,,,), which in the subtable of 7,,, constituted by these
columns, is met only in the given class. A terminal representative sample (TRS) is a
representative sample, no part of which is a representative sample. In Table 3 e.g. {2},
{10, 12} are TT, and (0) in column 10, as well (0) in column (12) are both TRS-s for the
class K,, (whereas (1) neither in column 10, nor in column 12 is a TRS). {j,, ..., ji} 18
a representation of TT or TRS, where j, (7 = 1, ..., t) are numbers of columns of 7',
To obtain of all TT-s and TRS-s is a problem that has already been solved [7]. After
we have found them we apply eight different classification algorithms (A1-A8).

3. Algorithms

One group is formed by A7-A8 which use the so-called voting procedures. A7 uses the
set 7' of all TT (we designate by 7 the number of all TT, i.e. |7'|). In a similar way
A8 makes use of the set of all TRS for each class. For example with A7 we calculate:

1
o) = & 2 2 Flag, .- a5, 0, -, a4)
| K| {fre )T Bi€ K,
for everyg=1,2, ..., 8. Here |K‘.| is the number of standards in the K, class and
1, if a; = a; =+ x for every r
Flag,, .-, aip aj,, ..., @;)) = ‘0, s &

Thus, the new product E obtains votes from the K, class only if for the given TT the
values of £ and a standard from K, in the columns, constituting this TT, match fully.
If a value of x is present, there is no matching. The role of | K| is to obtain a normalized
result at the end. £ will be assigned to the class having been given the maximum number
of votes.

The two other groups of algorithms (A1-A3 and A4-A6) make use of the so-called
information weights of the characteristics. The simplest weight is p; = 7;/z, where
7; = | T;|, i.e. the number of TTs, in which the j-th characteristic (column) takes part.
But since this weight does not take into account the lengths of the TTs, we introduced

n
a new weight ¢;= 1/t 3 7j/», where 7 is the number of TTs with a length of » which

r=1
contain the j-th characteristic. Hence, we count separately the TTs with a length of
, then divide by ». The final sum is divided once more by 7 in order to obtain a normal-
ized result. Inthat way the characteristics, represented in longer TTs will get smaller g;
in comparison with characteristics represented in shorter TTs. With p; this difference,
which is intuitively clear, is not reflected.
The third weight — r,, proposed by us [8], is based on TRS and resembles g;.
o
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The algorithms of the first group (A1-A3) use in a similar way the weights p;, ¢;,
and 7; and calculate the so-called information weight of a standard. For example Al:

J(E)) = Z; agp; (a3 =+ )
§=

By using the weights thus obtained, we determine the threshold numbers ¢, ¢, ..., ¢,
which delimit the various classes. If a new product K has an information weight J(£)
in the interval (c,_;, ¢,], then we conclude that £ belongs to the class K,. Unfortunately
in some cases it is possible that not all weights of the standards belong to the interval
(¢g—1> ¢;]- This particularity will be discussed later on.

The last group of algorithms (A4-A6) calculates a distance to a class, by using re-
spectively p;, g;, and r;. For example A4 uses the weight p;:

1
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where again | K, | is the number of standards in the K, class and (a; * a;) = |a; — a;]

(the value of x is considered as a 0). The new product ¥ belongs to the class for which
the distance obtained has a minimal value — if this minimum exists and is unique. Other-
wise no decision will be taken.

Certainly, the question arises which algorithm among A1-AS8 is the best for each
particular teaching table. As far as the whole method has an heuristic character, the
choice of the most appropriate algorithm is based on heuristic considerations. Such con-
siderations are particularly necessary if the solutions obtained by the various algorithms
are different. It should not be forgotten that the final user must obtain an unique solu-
tion regarding the quality class to which the new product belongs. It is not possible
to deseribe here all the heuristics proposed by us and that is why we will give only
an example, which will also illustrate our method as a whole.

4. Example

Let us consider software products of the lext editors type. In Table 2 we describe the
characteristics selected by us (name, meaning, how the values of 0 and 1 are assigned).
Note that we have reduced the initial number of characteristics to 15 for the sake of
clarity. In the original experiments 28 characteristics were determined. In this paper
we have omitted profile, screen options, keyboard options, memory used, portability to
other operating systems, etc. Most of the ignored characteristics are featured by all the
text editors considered, therefore they get the value 1 and do not further influence the
procedures of the method. Obviously they have to be checked every time a new product
is classified, because if it does not contain one or more of these properties, the teaching
table 7',,, must be modified accordingly. In our example we consider them in the way
already mentioned, divide them into two classes (good and poor) and put the result ob-
tained into Table 3. This table has 38 TTs. Furthermore, there are 86 TRSs for the K,
class and 28 TRSs for K,. Characteristics 1 and 14 have the highest weights, and 2 and
3 — the smallest. In Table 4 are the information weights J(¥,), calculated with p,, g;,
and r; respectively. It is obvious that the information weights of the standards calculated
by using p; are not well distributed among the classes. (J(E,) has a higher weight — 0.65 —
than J(E,) with 0.64 and J(E;) with 0.54). Therefore 41 is not expected to give good
results. Indeed, the new object £ = (1,0,1,0,1;0,1,1,1,1,1, 0,0, 0, 1) is grouped
into class K, by A1 and into class K, by the remaining seven algorithms 42-48.
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Table 2. Characteristics set

+ name meaning values
1 macros capability for creation and updating 1 - yes
of macrodefinitions 0 - no
2 tabulation capability for creation and updating 1 - yes
of tabulation positions 0 - no
3 masks capability for input mask definition 1 - yes
0 - no
4 windows capability for window opening when 1 - yes
editing 0 - no
5 basic availability of copy, move, search, 1-all
commands and replace commands 0 - some
6 advanced capability for creation of user’s 1 - yes
commands commands 0 - no
K cursor capability for cursor control 1 - big
control 0 — poor
8 additional availability of fill, justification, 1 - all
commands centering, and split commands 0 — some
9 carry availability of automatic carry over 1 - yes
over of a word to the next line 0 - no
10 register capability for register exchange 1 - yes
exchange 0 - no
11 additional availability of commands for inclusion 1 - all
files and output of additional files 0 - some
12 stack capability for stack processing 1 - yes
0 - no
13 buffer availability of a maximal buffer 1->64K
0- <64K
14 openness capability for interface with other 1 - yes
programs 0 - no
15 laconicism capability to use menus, acronyms, 1 - good
keys, ete. 0 — poor
Table 3. Text editors — teaching table
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Table 4. Information weights of standards

p; 7; £

J(Ey) 0.83  0.85  0.86
J(E,) 0.64 070  0.83
J(Ey) 054  0.60  0.65
J(Ey) 0.65 059 059
J(E,) 037 036 035
J(Eg) 017 019 021

Hence, for this particular table, it is necessary to exclude the A1 algorithm just after
the initial procedures and prior to the first classification of the new product.

The other heuristic considerations take into account the number of standards in the
different classes, the number of TRSs in the different classes, the number of votes for
the standards themselves, the distances among the standards and the other classes, the
number of matchings between the descriptions (baseline vectors) of the standards,
ete. These considerations remain transparent for the final user. When he/she starts
classification (evaluation) of hes/her new product, all considerations have already been
made either by the experts, who have determined the characteristics, standards, and
the teaching table, or by the program, implementing the method described. This program
has been realized on IBM/PC in MS DOS, as well as on a VAX compatible minicomputer.
Using this program we have carried out multiple experiments with different types of
program products. The results are encouraging. This was the reason to design a program
product which is now on the market.
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