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Abstract

A new construction of double error correctable inte-
ger codes and their application to QAM scheme are
presented. Soft decoding algorithm for multiple error
correctable integer code which are suited to any mod-
ulation scheme (QAM, PSK, ASK) will be introduced.
Comparison of bit error rate (BER) versus signal-to-
noise ratio (SNR) between soft and hard decoding us-
ing integer coded modulation (ICM) shows us that we
can obtain approximately 2 dB coding gain.

1. INTRODUCTION

Coded modulation is an efficiently combined scheme
of coding and modulation techniques. It has been in-
vestigated extensively by Ungerboeck [1, 2], Imai and
Hirakawa [3] and others. In 1982, Ungerboeck con-
structed a trellis code that maps the input sequence
into signal points of a fixed signal constellation by a
method referred to as set partitioning. This method
is called trellis coded modulation (TCM). An alterna-
tive which allows us to deal with a variety of constella-
tions is block coded modulation [4, 5]. In block coded
modulation, each point of the signal constellation cor-
responds to a symbol of a finite ring of integers modulo
A denoted by ZA. An information sequence is mapped
into a sequence of symbols in ZA and coded by a code
over ZA.

Codes over finite rings and in particular codes over
finite rings of integers with their applications in coding
theory have been studied in numerous papers. The
earliest paper is due to I. Blake [6, 7]. Some other works
on codes over ZA are [8, 9, 10]. M. Nilsson [11] discusses
linear block codes over integer rings in order to improve
the performance of PSK communication systems. A.
Han Vinck, H. Morita [5] investigated these codes with
a view to frame synchronization and coded modulation.

This work was partially supported by Japan Society for the
Promotion Science (JSPS).

Integer codes are codes defined over finite rings of
integers. The original form of integer codes have been
found in [12] where an integer code to correct a single
insertion/deletion error per codeword was described.

Here, in this article, we are going to present a new
construction of integer codes capable of correcting 2 er-
rors of type (±1). Because of its simple structure we are
able to reduce the encoding and decoding complexity
compared with TCM. As we shall see later, using inte-
ger codes with the introduced soft decoding algorithm,
we can gain approximately 2 dB over the hard decod-
ing. The aim of this paper is to show the flexibility of
integer codes and their application to QAM scheme for
decreasing probability of bit error over AWGN channel.
The method we use here to encode and decode QAM
scheme gives us an idea how to construct multiple error
correcting integer codes with low encoding and decod-
ing complexity and apply them in the communication
systems.

In Section 2 we give necessary definitions and new
construction of double (±1) error correcting integer
codes. In Section 3 we shall derive a theoretical bound
of the bit error rate (BER) for the constructed inte-
ger codes. Soft decoding algorithm will be presented in
Section 4. Conclusion remarks are given in Section 5.

2. NECESSARY DEFINITIONS AND CON-
STRUCTION OF (±1) DOUBLE ERROR
CORRECTING INTEGER CODE

Definition 1. [5] Let ZA be the ring of integers
modulo A. An integer code of length n with check
matrix H ∈ Z

n×m
A , is referred to as a subset of Zn

A,
defined by

C(w , d)={c ∈ Z
n
A | cHT = d mod A}

where d ∈ Zm
A .

Assume that a signal point si is sent through an
AWGN-channel. At the other end the detector esti-
mates the received signal ri and gives signal point sj
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at the output. If j "= i the detector has taken a wrong
decision. In terms of block codes over ZA the aforesaid
can be described in the following way. When a code-
word c ∈ C(w , d) is sent through a noisy channel the
received vector can be written in the form

r = c + e,

where e = (e1, . . . , en) ∈ Zn
A denotes the error vec-

tor. It is clear that the different signal points have
not the same chance to be a result of decision process.
The probability signal point sj to appear at the output
of the detector depends on the Euclidean distance be-
tween sj and really-sent signal si. In terms of codes over
ZA it means that the elements of ZA are not equally
probable as a value taken by ei. Which elements of ZA

are more probable depends on the chosen indexing of
the signal points by the elements of ZA. Therefore, it
makes sense to consider (there is a point in considering)
the next definition.

Definition 2. The code C(w , d) is said to be a dou-
ble (±e1,±e2, . . . ,±es)-error correctable if it can cor-
rect any single and double errors with values ±ei, i =
1, . . . , s.

Using Definition 2. one can easily derive the follow-
ing bound for A, when d ∈ ZA:

A ≥ 2sn(sn − s + 1) + 1

and when d ∈ Z2
A:

A ≥
√

2sn(sn− s + 1) + 1. (1)

Definition 3. A double (±e1,±e2, . . . ,±es)-error
correctable code C(w , d) of block length n is called
perfect, when A = 2sn(sn − s + 1) + 1 (or A =
√

2sn(sn − s + 1) + 1 when d ∈ Z2
A).

We notice that if an integer code is perfect there is
a one-to-one correspondence between Zm

A and the error
vectors. When the code is not perfect we do not have
such a correspondence for some of the elements of Zm

A .
Even if the syndrome value is one of those elements,
we can say that at least an error(s) which is not of the
type (±e1,±e2, . . . ,±es) appears.

The definition of double (±e1,±e2, . . . ,±es)-error
correctable integer code shows us that to construct such
a code of length n, with a check matrix H

H =

(

h11 h12 h13 h14 . . . h1n

h21 h22 h23 h24 . . . h2n

)

over Z2
A is a task which is equivalent to splitting Z2

A

into pairwise disjoint subsets each of which contains
one of the following subsets:

S1 = {(h1ie
!
i , h2ie

!
i )} (2)

and
S2 =

{

(h1ie
!
i + h1je

!
j , h2ie

!
i + h2je

!
j )

}

(3)

for i "= j, 1 ≤ i, j ≤ n and e!
i , e

!
j ∈ {±e1,±e2, . . . ,±es}

with pairwise different elements.
Here we are going to investigate double (±1)-

error correctable integer codes and their application to
QAM. In this case s = 1 and using (1) we have

A ≥
√

2n2 + 1.

As we shall see later it is rather difficult to find
an exact form of the check matrix H for integer code
correcting multiple errors of given type. Theorem 1.
gives us one construction for H in case of (±1) double
error correcting integer code.

Let us first define a check matrix H as:

H =

(

0 1 2 3 . . . n − 1
h0 h1 h2 h3 . . . hn−1

)

where hi ∈ Zn+1 for i = 1, . . . , n and let us consider
the n + 1 sets in the following way:

Hk =


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

























{0} for k = 0

{hk, hi + hj , hl − hl−k : 0 ≤ i < j ≤ n − 1;

i + j = k; l = k, . . . , n − 1} for k = 1, 2, 3

{hk, hi + hj , hl − hl−k, hm + ht : i + j = k;

0 ≤ i < j ≤ n − 1; l = k, . . . , n;

0 < m < t < n − 1;

0 < m + t = 2n − k + 1} for k = 4, . . . , n − 1

{hi + hj , hm + ht : 0 ≤ i < j ≤ n − 1;

i + j = n + 1; 0 < m < t < n;

m + t = n + 1} for k = n.

Theorem 1. The integer code of length n over
Z2n+1 with a check matrix H is a double (±1)-error
correctable if for every k : h′ "= h′′, where h′, h′′ ∈ Hk.

Proof: As we noted above, to proof the theorem
we should show that all the elements in the sets S1

and S2 are pairwise distinct. Because the code is (±1)-
error correctable the sets S1, S2 ∈ Z2n+1 have the form
S1 = (s1

1, s
1
2) = {(±h1i,±h2i)} and S2 = (s2

1, s
2
2) =

{(±h1i + ±h1j,±h2i + ±h2j)} Since we know the exact
form of the first row of the matrix H we can calculate
the values of s1

1 and s2
1.

For a given k ∈ Zn+1, let us investigate the set
Tk =

{

s1
2, s

1
2

}

of the values s1
2 ∈ S1, s2

2 ∈ S2 for which
the corresponding s1

1 ∈ S1 and s2
1 ∈ S2 satisfy s1

1 =
s2
1 = k. So, the only thing left to show to complete

the proof is that the set Tk consist of pairwise distinct
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elements. One can see, after some calculations, that
Hk = Tk, k ∈ Zn+1 as sets. But the elements of Hk are
pairwise distinct, so are the elements of Tk.

!

3. CALCULATION OF BIT ERROR RATE
FOR THE PROPOSED INTEGER CODES

Suppose we use a coded QAM scheme with an in-
teger code C of length n. Let m information bits be
coded by a block of n signals. Let C be capable of cor-
recting up to t-errors of given type and qu and qc be
the average probability of a correct decision per signal
point for uncoded QAM and coded QAM, respectively.

The average probability per symbol Qc
s of correct

decision when the code C is used is given by [13]

Qc
s = n

√

√

√

√

t
∑

i=0

(

n

i

)

(qc − qu)iqn−i
u .

From an implementation point of view a better mea-
sure for performance is the probability a bit emitted by
the source to be erroneously received. It is referred to
as bit-error rate (BER). Since BER depends also on the
chosen mapping of the source bits onto the signals in
the constellation this comparison is not an easy task in
general. One approach to estimating the bit-error rate
Pb is the following:

Let Pu
s and P c

s be the probabilities for an error per
symbol in a uncoded and coded cases, respectively. Let
µ = m/n source bits be coded by a symbol of the chosen
constellation. Suppose that the resulting BER is Pb =
p. Then the probability (1 − p)µ of correct decoding
these µ bits at the receiver should coincide with the
average probability per symbol Qs, i.e.

(1 − p)µ = 1 − Ps,

where Ps is the symbol error probability. Therefore

p = 1 − (1 − Ps)
1

µ

=
1

µ
Ps

(

1+
µ − 1

2µ
Ps+

(µ − 1)(2µ − 1)

6µ2
P 2

s +· · ·

)

For enough small values of Ps a good approximation
is the often given in the literature lower bound

Pb

∼
≥

1

µ
Ps.

Therefore

P c
b ≈

n

m
(1 − Qc

s) . (4)
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• • ••
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(6, 2)(6, 1) (6, 3) (6, 4) (6, 5) (6, 6) (6, 7)(6, 0)

(7, 2)(7, 1) (7, 3) (7, 4) (7, 5) (7, 6) (7, 7)(7, 0)

(5, 2)(5, 1) (5, 3) (5, 4) (5, 5) (5, 6) (5, 7)(5, 0)

(4, 2)(4, 1) (4, 3) (4, 4) (4, 5) (4, 6) (4, 7)(4, 0)

(3, 2)(3, 1) (3, 3) (3, 4) (3, 5) (3, 6) (3, 7)(3, 0)

(2, 2)(2, 1) (2, 3) (2, 4) (2, 5) (2, 6) (2, 7)(2, 0)

(1, 2)(1, 1) (1, 3) (1, 4) (1, 5) (1, 6) (1, 7)(1, 0)

(0, 2)(0, 1) (0, 3) (0, 4) (0, 5) (0, 6) (0, 7)(0, 0)

Figure 1: Indexing of the signal points in 64-QAM

Let us consider M -QAM constellation of square
type. In this case we have that M = 22k, k = 1, 2, . . ..
Let us index each signal point sij in M -QAM constel-
lation with a pair (i, j) ∈ Z2k × Z2k of elements of Z2k

where i is the number of the row and j is the number of
the column which sij is placed in. The counting begin
from the left bottom corner to up and to right, respec-
tively (see Fig. 1 for the case M = 16). A given byte
is mapped into signal point sij , if its left k bits and its
right k bits are the binary representation of i and j,
respectively.

Example 1. (64-QAM constellation) Let us
index each signal point sij with a pair (i, j) ∈ Z8 × Z8

as we described above (see Fig. 1). Using Theorem 1.
we can construct a double (±1)-error correctable code
C of length n = 4 over Z9 with

H =

(

0 1 2 3
3 1 0 2

)

.

In this case, any two signal points si1j1 , si2j2 are
followed by two additional signals sa1b1 , sa2b2 such that
(i1, i2, a1, a2) and (j1, j2, b1, b2) are codewords of C.

Note that we can not use all the codewords of the
code C. The error type the code C can correct is called
“square” type of error [13].
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Figure 2: A comparison of bit error probability ver-
sus signal-to-noise ratio between uncoded and coded
64QAM (with single and double ”square” type error
correctable integer codes).

For the probabilities qu and qc (type ”square”)
of L2-QAM over an AWGN channel, Kostadinov et
al. [13] obtained

qu = {1 + (L − 1) erf(γ)}2 /L2,

qc =
{

(L − 2)2 erf2(3γ) + 4(L − 2) erf(3γ) + 4
}

/L2

where

γ =

√

3 log2 L

L2 − 1

Eb

N0

and erf(x) is the error function.
Hence, for 64-QAM we have:

qu =
1

64
[1 + 7 erf(γ)]2

qc =
1

64

[

36 erf2(3γ) + 24 erf(3γ) + 4
]

where γ =
√

Eb/7N0.
Therefore, to obtain P c

b for the integer code from
Example 1 we use (4) , where n = 4, m = 10 and
t = 2.

Figure 2. shows that using double (±1)-error cor-
recting integer code we obtain approximately 2 dB
and 5 dB coding gain compare to the single error
(type ”square”) correctable integer code and uncoded
64QAM, respectively.

!

Example 2. (256-QAM constellation) Let us
index each signal point sij with a pair (i, j) ∈ Z17×Z17
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Figure 3: A comparison of bit error probability ver-
sus signal-to-noise ratio between uncoded and coded
256QAM (with single and double ”square” type error
correctable integer codes).

as we did in the previous example. Using Theorem 1.
we can construct a double (±1)-error correctable code
C of length n = 8 over Z17 with

H =

(

0 1 2 3 4 5 6 7
1 5 8 7 3 6 2 0

)

.

In this case, for the probabilities qu and qc we obtain

qu =
1

256
[1 + 15 erf(γ)]2

qc =
1

256

[

196 erf2(3γ) + 56 erf(3γ) + 4
]

where

γ =

√

4

85

Eb

N0
.

Substituting n = 8, m = 47 and t = 2 in (4) we
obtain the probability of bit error. Figure 3. shows us
the comparison of bit error probability versus signal-to-
noise ratio between uncoded and coded 256QAM with
single and double ”square” type error correctable inte-
ger codes.

!

4. SOFT DECODING ALGORITHM

If we want to obtain more coding gain we should
apply soft decoding algorithm instead of hard decod-
ing algorithm (which we used above). In this Section
we are going to introduce a soft decoding algorithm for
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single/multiple (±l1,±l2, . . . ,±ls) error correctable in-
teger codes which is based of the algorithm given in
[14].

Let us assume that a signal constellation
(QAM, PSK, ASK) is coded by single/multiple
(±l1,±l2, . . . ,±ls) error correctable integer code C of
length n over ZA.

Let a modulated codeword is represented by x =
(x1, x2, . . . , xn) where xi is a signal point in that con-
stellation and x is transmitted over an AWGN chan-
nel. The sampled channel output sequence is given by
y = (y1, y2, . . . , yn).

The decoder makes hard decisions on each channel
output yi to estimate the transmitted code symbol and
selects the nearest signal point xj to yi in the constella-
tion. Let r = (r1, r2, . . . , rn), where ri ∈ ZA is a signal
point in the constellation, is the received sequence at
the decoder.

In soft decoding we utilize the analog received sam-
ples yi, 1 ≤ i ≤ n, to find the most probable codeword
to be transmitted in the sense of the maximum likeli-
hood estimation.

We propose the following algorithm for soft decod-
ing using (±l1,±l2, . . . ,±ls) error correctable integer
code C of length n over ZA.

In: The channel output y and the received sequence
r = (r1, r2, . . . , rn).

Out: The decoded codeword c̃ = (c̃1, c̃2, . . . , c̃n).

Step 1. Calculate the squared distance ∆2[i, ε] be-
tween yi and each of the signal points associ-
ated with ri + ε (mod M) where ε ∈ L =
{−l1,−l2, . . . ,−ls, 0, l1, l2, . . . , ls}.

Step 2. Compute the syndrome value s =
∑n

i=1 wiri

(mod A).

Step 3. Let E [s] be the set of all the vectors e =
(e1, e2, . . . , en) ∈ Ln such that

n
∑

i=1

wiei = s (mod A).

Then find the vector e∗ = (e∗1, e
∗
2, . . . , e

∗
n) ∈ E [s] that

minimizes
∑n

i=1 ∆2[i, e∗i ].

Step 4. Output c̃ = r − e∗ and stop.

The above algorithm accomplishes maximum likeli-
hood decoding for an AWGN channel. In Step 3 an ex-
haustive search is performed to find e∗ among E [s]. It is
reasonable if n is relatively small, say n = 4. For a large
value of n, we can utilize a trellis with n + 1 layers, in
each of which there are A states. Each state in the ith

layer for i = 0, 1, . . . , n is indexed by k = 0, 1, . . . , A−1.

A pair of numbers (d(i)
k , e(i)

k ) is attached to the kth

state in the ith layer. Here d(0)
0 = 0 and d(0)

k = ∞ for

k ∈ ZA\{0} and d(i)
k is given by

d(i)
k = min

ε∈{L

{

d(i−1)
k+εwi

+ ∆2[i, ε]
}

(5)

for i = 1, 2, . . . , n and k = 0, 1, . . . , A − 1. Moreover,

e(i)
k = ε∗ where ε∗ is an element in L that achieves the

minimum value of (5). The Viterbi algorithm can se-

quentially calculate {(d(i)
k , e(i)

k ), k = 0, 1, . . . , A− 1} for
i = 1, 2, . . . , n in a similar way discussed in [15]. After
the calculation is completed, e∗n is given by the value of

e(n)
s associated to the s-th state in the n-th layer where

s is the syndrome value obtained in Step 2. The other
e∗n−1, . . . , e

∗
1 are computed in descending order by using

the following recursive equations on ki, i = n−1, . . . , 1
with the initial value kn = s:

ki = ki+1 + e∗i+1wi+1,

e∗i = e(i)
ki

.

Note that we can apply soft decoding algorithm to
any modulation scheme (QAM, ASK, PSK).

In Fig. 4 and Fig. 5 are shown simulation results,
using hard and soft decoding algorithms, of a compar-
ison of bit error probability versus signal-to-noise ratio
between uncoded and type ”square” coded 64-QAM
and 256-QAM, respectively.

From the simulation result we can conclude that
using double (±1) error correcting integer code with
soft decoding algorithm we gain approximately 2 dB
compared to hard decoding and 5 dB to an uncoded
QAM.

5. CONCLUSIONS

In this paper we presented double (±1) error
correcting integer code and its application to QAM
scheme. We proposed soft decoding algorithm for inte-
ger codes. From the experimental results of the com-
parison on bit error probability versus signal-to-noise
ratio between hard and soft decoding algorithms using
integer coded modulation we can conclude that the soft
decoding algorithm has better performance for small
value of code length n. For larger value of n the soft
decision decoder is substantially more complex than the
hard decision decoder. The using of integer codes capa-
ble of correcting more than one error makes it possible
to improve the performance, but increases the complex-
ity.

570



 1e-06

 1e-05

 0.0001

 0.001

 0.01

 0.1

 1

 0  1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20

P
ro

ba
bi

lit
y 

of
 b

it 
er

ro
r

Eb/No(dB)

Uncoded
SingleHard

DoubleHard
SingleSoft

DoubleSoft

Figure 4: Simulation results of a comparison of bit er-
ror probability versus signal-to-noise ratio between un-
coded and coded (error type ”square”) 64QAM using
hard and soft decoding algorithms .
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