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Abstract
Immature dengue virions contained in patient blood samples are essentially not
infectious because the uncleaved surface protein prM renders them incompetent for
membrane fusion. However, the immature virions regain full infectivity when they
interact with anti-prM antibodies, and once opsonised virion fusion into Fc receptor-
expressing cells is facilitated. We propose a within-host mathematical model for the
immune response which takes into account the dichotomy between mature infectious
and immature noninfectious dengue virions. The model accounts for experimental
observations on the different interactions of plasmacytoid dendritic cells with infected
cells producing virions with different infectivity. We compute the basic reproduction
number as a function of the proportion of infected cells producing noninfectious viri-
ons and use numerical simulations to compare the host’s immune response in a primary
and a secondary dengue infections. The results can be placed in the immunoregula-
tory framework with plasmacytoid dendritic cells serving as a bridge between the
innate and adaptive immune response, and pose questions for potential experimental
work to validate hypothesis about the evolutionary context whereby the virus strives
to maximise its chance for transmission from the human host to the mosquito vector.
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1 Introduction

Multiple vector-borne diseases are caused byflaviviruses (Pierson andDiamond2012).
Flavivirus synthesis in the infected cells requires cleavage of the viral surface protein
prM to M by the cellular enzyme furin before the secretion of mature virions from
the cell (Zybert et al. 2008). This process, however, appears to be inefficient for the
dengue virus (DENV) because sera from DENV patients demonstrate a high propor-
tion of immature virions containing uncleaved prM (Anderson et al. 1997; Bray and
Lai 1991). The immature prM-containing DENV particles are essentially not infec-
tious to cells (Zybert et al. 2008) because uncleaved prM renders them incompetent
for membrane fusion (Heinz et al. 1994). However, the immature virions regain full
infectivity upon interaction with anti-prM antibodies, which facilitate fusion with Fc
receptor-expressing cells (Rodenhuis-Zybert et al. 2010). The anti-prM antibodies are
weakly to moderately neutralising (Beltramello et al. 2010; Dejnirattisai et al. 2010;
Pierson and Diamond 2012) and may play a role in the phenomenon of antibody-
dependent enhancement (ADE), a mechanism proposed to explain the more severe
form of the disease in a secondary infection caused by a different DENV serotype.

We propose and study a within-host model for DENV incorporating the dichotomy
betweenmature versus immature virions. In particular, we focus on the role of plasma-
cytoid dendritic cells (pDCs), important sentinels in an infection. pDCs sense invading
pathogens and can release type I interferon up to thousand-fold times more than other
cell types (Wang et al. 2018). This anti-viral compound triggers maturation and activa-
tion of the pDCs (Asselin-Paturel et al. 2005; Fitzgerald-Bocarsly et al. 2008;Montoya
et al. 2002), activation ofNKcells (Wang et al. 2018), and recruitment of other immune
cells to the site of infection (McKenna et al. 2005). Mature pDCs also trigger effector
and cytotoxic T cells, and they are considered to be an important mediator between
innate and adaptive immunity (Mathan et al. 2013; McKenna et al. 2005).

In vitro experiments indicate DENV-infected cells that release immature DENV
cause pDCs to produce much higher amounts of interferon in a process mediated by
cell–cell contact. The amounts of interferon in this case are higher than in the case
of pDCs sensing those cells releasing mature DENV (Décembre et al. 2014; Webster
et al. 2018).

The proposed within-host model is compartmental involving target cells, infected
cells, free virus and different types of immune cells, and anti-viral compounds. The
experimentally observed infectious potential of immature virions in the presence of
anti-prM antibodies has not been considered in previous within-host DENV mod-
els (Ansari and Hesaaraki 2012; Ben-Shachar and Koelle 2015; Ben-Shachar et al.
2016; Clapham et al. 2014; Gujarati and Ambika 2014; Nikin-Beers and Ciupe 2015;
Nuraini et al. 2009). We include the degree of maturity and infectivity by including
compartments for infectious and noninfectious DENV.

Due to the large number of model parameters with unidentified or uncertain values,
the model simulations are based on using random sampling of parameters and Latin
hypercube sampling in order to establish relationships between important characteris-
tics of the viral dynamics and immune response. We also perform a global sensitivity
analysis to explore the parameter sensitivity in the model. The pDC response is related
to various infection parameters such as peak viremia, the time to peak viremia, number
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of infected cells and numbers of activated immune cells in a primary and secondary
infection.

In particular, we address the issue of disease severity as measured by total viral
load and number of infected cells. As ADE is observed in secondary infections with a
different DENV serotype or in primary infections of infants of dengue-immune moth-
ers, it has been suggested that already present anti-prM antibody may interfere with
immature DENV, increasing the pool of infectious particles and raising the number of
infected cells and viremia (Rodenhuis-Zybert et al. 2010)

Furthermore, we use the model to evaluate whether immature DENV has a sig-
nificant contribution to the disease progression by causing a stronger innate immune
response, such as subsequent recruitment of DENV permissive cells vie interferon
signalling which increases the pool of target cells, and may lead to a more severe
illness (dengue haemorrhagic fever, DHF). The model allows us to investigate the
trade-off between production of infectious against noninfectious viral progeny viri-
ons; the eco-evolutionary motivation seems unclear, why would the virus benefit from
noninfectious virions which induce a stronger interferon response targeted against the
virus in general (Décembre et al. 2014).

We study the role of pDCs in light of clinical observations of correlation with
the disease outcome of DENV-infected patients (Pichyangkul et al. 2003), and in the
context of immune homeostasis during viral infections (Webster et al. 2018). The
model predicts that lower prevalence of pDCs is associated with a higher peak count
of T cells, which could cause a surge in pro-inflammatory cytokines and characteristic
of DHF.

We also place the model into the context of DENV reinfections with the same
serotype (Waggoner et al. 2016). We compute and compare the basic reproduction
number R0 in a primary and secondary DENV infection, and discuss how changes in
parameter values could shed insight onto the recurrence of disease.

1.1 Description of theModel

We propose a compartmental model for the within-host DENV infection and the
immune response for a primary and secondary dengue infection. In the following, a pri-
mary infection refers to hosts which have never suffered from dengue, and a secondary
refers to hosts which have had a previous dengue infection (possibly asymptomatic).

The model will not consider processes on a longer time scale, such as target or
immune cell regeneration (lifespan of macrophages is much larger than the course of
a dengue infection) except that of plasmacytoid dendritic cells, or onset of immuno-
logical memory (development of antibodies) after a primary infection.

In vitro work has revealed an inverse relation between the level of furin expression
in DENV permissive cells, the level of maturity of virions they release, and the pDCs
response triggered (production of interferon and inflammatory cytokine). Décembre
et al. (2014), Webster et al. (2018), Zybert et al. (2008). Inhibition of furin causes
reduction in DENV maturation, and furthermore, cells releasing immature DENV
cause pDCs to produce more interferon than cells producing mature virus in co-
culture (Décembre et al. 2014, Fig. 9). Due to lack of in vivo data on differences of
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Fig. 1 A cartoon scheme of the
two scenarios considered in this
work. Here, S denotes target
cells, D pDCs, N NK cells, T T
cells, F interferon, A anti-prM
antibody, V1 infectious DENV,
V2 noninfectious DENV,
C–antibody-V2 complexes that
are not cleared by the immune
response and are fully
infectious (Rodenhuis-Zybert
et al. 2011). A dotted arrow
means “production of”, a double
arrow “activation of/by”. Dashed
arrows and compartments refer
to those compartments present in
the models for secondary
infection

furin expression among DENV permissive cells or single-cell data on virion release,
we propose two scenarios for including this heterogeneity in the model. The first
includes modelling two distinct subpopulations of infected cells: I1 producing mature,
infectious DENV and I2 producing immature, noninfectious DENV that elicit pDC
response with different intensities. The second scenario includes just one population
of infected cells I , which release both mature and immature virions, and a fraction
of the infected cells contributes to increased interferon production by pDCs. The two
scenarios are presented in Fig. 1.

In the first scenario, the temporal dynamics of the infection and immune response
is described as follows. The free mature virus V1 in a primary infection infects target
cells S at rate β and both mature and immature virions decay at rate dV (2d), (2e).
In a secondary infection, a fraction of the immature DENV particles V2 opsonises
with the anti-prM nonneutralizing antibody A, and forms a complex C at rate ka2 (3f).
A fraction σ of the complexes escapes clearance by phagocytosis, remains in the
body, is able to infect Fc receptor-expressing target cells at rate β and decays at rate
dV (3f). ( The increased spectrum of particles able to infect V1 + C is the so-called
antibody-dependent enhancement or ADE) (Rodenhuis-Zybert et al. 2010.)
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Note that we may include opsonisation of mature DENV particles with anti-prM
antibody as fully or nearly fully infectious DENV could contain small amounts of prM
protein, but for the sake of simplicity, in case of a secondary DENV infection with
a different serotype, we assume ka1 = 0. We also neglect for the sake of simplicity
dissociation of the virus-antibody complexes.

Target cells S (monocytes,macrophages, etc.,) in a primary infection are infected by
V1 (2a) at rateβ, and byV1+C in a secondary infection (3a) but are replenished through
recruitment of additional DENV permissive cells (e.g. dendritic cells, T cells Silveira
et al. 2018) through the action of interferon (Tough 2012) at a rate γS , whose value
is varied in the numerical simulations. A fraction α of the infected cells transitions to
compartment I2 producing noninfectious, immature DENV V2 at per cell rate p, while
the remaining transition to compartment I1 producing mature, infectious DENV V1
at the same rate. Both types of infected cells are removed by the action of NK cells at
rate kN .

Based on reports the prevalence of the innate over the adaptive immune response
for the clearance of the primary infection (Friberg et al. 2011), we assume the role
of antibody to be negligible in a primary infection. The innate immune response in a
primary infection includes only pDC and NK cell response and changes in interferon
levels. Infected cells produce interferon F at rate q2 which decays at rate dF (2f), (3g).
In vitro experiments show cells releasing immature DENV cause pDCs to produce
more interferon than cells producing mature virus due to cell–cell contact (Décembre
et al. 2014). Hence, we include an additional production term of interferon by pDCs
coming into contact with those infected cells producing immature DENV I2 at rate q1.
The rate q1 is found by fitting data from in vitro measurements (see Supplementary
Material). pDCs D are stimulated by interferon (Asselin-Paturel et al. 2005; Fitzgerald-
Bocarsly et al. 2008;Montoya et al. 2002),modelled by the functional responseΓD(F)

and are removed at rate dD (2g).
We shall consider the following type of functional response

ΓD(F) = D0 + KDF

κF + F
. (1)

The constant D0 corresponds to pDC production, while the other summand is the
stimulation by interferon F , a Michaelis–Menten term with maximal rate KD and
Michaelis constant κF , and assures that pDC levels do not rise rapidly during a dengue
infection. (Note pDC levels in dengue fever reported by Pichyangkul et al. (2003) do
not exceed a 30% increase than pDC levels in healthy individuals.)

Finally, NK cells N are stimulated by interferon at rate γN (Ben-Shachar andKoelle
2015) and are removed at rate dN (2h).

In summary, the equations describing the primary infection are

S′ = −βSV1 + γS F (2a)

I ′
1 = (1 − α)βSV1 − kN I1N (2b)

I ′
2 = αβSV1 − kN I2N (2c)

V ′
1 = pI1 − βV1S − dV V1 (2d)
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V ′
2 = pI2 − dV V2 (2e)

F ′ = q1DI2 + q2(I1 + I2) − dF F (2f)

D′ = ΓD(F) − dDD (2g)

N ′ = γN F − dN N . (2h)

In a secondary infection, we include immunological memory (anti-prM antibodies
present in the body A), and cytotoxic T cells T due to their stronger presence in the
clearance of a secondary infection (Friberg et al. 2011). The equations describing the
secondary infection are

S′ = −βSV1 − βSC + γS F (3a)

I ′
1 = (1 − α)βS(V1 + C) − kN I1N − kT I1T (3b)

I ′
2 = αβS(V1 + C) − kN I2N − kT I2T (3c)

V ′
1 = pI1 − βV1S − dV V1 − ka1AV1 (3d)

V ′
2 = pI2 − dV V2 − ka2AV2 (3e)

C ′ = σka2AV2 − βCS − dVC (3f)

F ′ = q1DI2 + q2(I1 + I2) − dF F (3g)

D′ = ΓD(F) − dDD (3h)

N ′ = γN F − dN N (3i)

T ′ = γT1T (I1 + I2) + γT 2T D − dT T (3j)

A′ = r A

(
1 − A

Ka + m(V1 + V2)

)
− ka1AV1 − ka2AV2 . (3k)

T cells are activated through cell-to-cell contact with the infected cells at rate γT 1
and with pDCs (McKenna et al. 2005) at rate γT 2 (3j). Anti-prM antibodies follow
a logistic growth law with carrying capacity, dependent on the viral load V1 + V2 to
account for pathogen-stimulated antibodyproduction in a subsequentDENV infection,
characterised by immune memory elasticity m in (3k), a lump parameter describing
the responsiveness of adaptive immunity. The denominator of (3k) also includes free
mature DENV V1 in order to account for extracellular prM peptides formed during
release of such virions that stimulate immunological memory (Rodenhuis-Zybert et al.
2011). Thus, while we do not consider antigen-presenting cells or memory B cells
explicitly in our model, it is capable of reproducing a transient increase in antibody
production during a subsequent DENV infection before a return to the long-term
homeostatic level Ka after the virus has been cleared.

The per cell virus production rate p in a secondary infection is kept equal to that
of the primary infection. Evidence about the effect of antibodies that facilitate DENV
entry into Fc receptor-bearing cells on the number of virion particles produced per
cell is not conclusive; some studies report a higher total viral load in a secondary
infection (Halstead and O’Rourke 1977), or suggest p is not affected by antibody-
mediated entry of immatureDENVparticles (Rodenhuis-Zybert et al. 2010). However,
as experimentally derived, values for pwere not available,weuse the same p in both (2)
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and (3), and assume that the antibody-immature DENV complexes retain the level of
infectiousness of the mature, fully infectious DENV.

In the second scenario for the within-host response, we consider just one type of
infected cells present—the I compartment, which we obtain by adding the equations
for I1, I2 (see the bottom cartoon in Fig. 1). In a primary infection, thus we have

I ′ = βSV1 − kN I N , (4)

and in a secondary infection,

I ′ = βS(V1 + C) − kN I N − kT I T . (5)

In this scenario α denotes the fraction of virus produced by the infected cells that
is noninfectious, and 1 − α the fraction of virus produced by the infected cells that is
infectious. The equations for the virus dynamics in a primary infection (2d), (2e) take
the form

V ′
1 = p(1 − α)I − βV1S − dV V1 (6)

V ′
2 = pα I − dV V2 , (7)

and in a secondary infection

V ′
1 = p(1 − α)I − βV1S − dV V1 − ka1AV1 (8)

V ′
2 = pα I − dV V2 − ka2AV2 . (9)

The equation for interferon reads

F ′ = (q1αD + q2)I − dF F , (10)

so to account for the cell-to-cell contact-dependent activation of pDCs by DENV-
infected cells that produce noninfectious DENV (Webster et al. 2018). The equation
for the T cells becomes

T ′ = γT1T I + γT 2T D − dT T . (11)

Results from the second scenario are presented in detail in Section B of the Supple-
mentary Material.

2 Results

We establish some analytical results such as calculation of the basic reproduction
numbers R0 for a primary and secondary infection, and proofs of positivity and bound-
edness for the solutions of models (2), (3) subject to initial conditions listed in Table 1.

We also show that the ratio between infectious and noninfectious free DENV V1/V2
in the model for primary infection converges asymptotically to a steady state. Hence,

123



M. Borisov et al.

Ta
bl
e
1

In
iti
al
co
nd

iti
on

s
fo
r
th
e
m
od

el
s
of

a
pr
im

ar
y
(2
)
an
d
se
co
nd

ar
y
in
fe
ct
io
ns

(3
)

In
iti
al
co
nd

iti
on

Sy
m
bo

l
V
al
ue

U
ni
t

R
ef
er
en
ce
s

Pr
im

ar
y

Se
co
nd

ar
y

N
um

be
r
of

ta
rg
et
ce
lls

S(
0)

4
·1

05
4

·1
05

ce
lls
/m

l
N
ik
in
-B

ee
rs
an
d
C
iu
pe

(2
01

5)

N
um

be
r
of

pD
C

D
(0

)
D
0
/
d
D

D
0
/
d
D

ce
lls
/m

l

N
um

be
r
of

N
K
ce
lls

N
(0

)
10

−6
10

−6
ce
lls
/m

l
–

N
um

be
r
of

T
ce
lls

T
(0

)
–

10
3

ce
lls
/m

l
B
en
-S
ha
ch
ar

an
d
K
oe
lle

(2
01

5)

M
at
ur
e
vi
ri
on

s
V
1
(0

)
10

10
co
pi
es
/m

l
–

Im
m
at
ur
e
vi
ri
on

s
V
2
(0

)
10

10
co
pi
es
/m

l
–

O
ps
on

is
ed

im
m
at
ur
e
vi
ri
on

s
C

(0
)

–
0

co
pi
es
/m

l

In
fe
ct
ed

ce
lls

I 1
,2

(0
)

1
1

ce
ll/
m
l

In
te
rf
er
on

F
(0

)
0

0
pg

/m
l

A
nt
ib
od
ie
s

A
(0

)
K
a

co
pi
es
/m

l

123



Modelling the Host Immune Response…

the parameter α can be related to experimental data about the fraction of such virions
in patient blood samples. In fact, numerical simulations show that the asymptotic
estimate is reached during the viral growth phase. A similar asymptotic estimate can
be established in a secondary infection, except that we must count the noninfectious
DENV opsonised with antibody C , and assume σ ≈ 1. Details are given in the
Supplementary Material.

We carry out numerical simulations for different parameter values in order to
account for uncertainty in parameters and different scenarios of abundance of infected
cells producingmature or immatureDENV (as given byα). The numerical simulations
have been done in the programming language Python.

2.1 Basic Reproduction Number in a Primary Versus Secondary Infections

The model is target cell limited, and hence the unique equilibria are disease-free
equilibria given by hyperplanes. If we neglect the clearance of NK cells during the
window of infection (dN = 0), we have the disease-free equilibrium

E p = (S0, 0, 0, 0, 0, 0, D0/dD, N0)

for the model of primary infection (2), and

Es = (S0, 0, 0, 0, 0, 0, 0, D0/dD, N0, 0, Ka)

for the secondary infection (3). In the secondary infection, the equilibrium correspond-
ing to A = 0 is locally unstable and not relevant for our analysis.

The basic reproduction number shows the average number of infected cells gen-
erated from one virus in a fully susceptible population. Using the next-generation
matrix (van den Driessche and Watmough 2002) (see details in the Supplementary
Material), we find an exact expression for the basic reproduction number in a primary
infection,

Rp
0 =

√
(1 − α)pβS0

kN N0(dV + βS0)
. (12)

For a secondary infection, we obtain an approximation

Rs
0 ≈

√
p

kN N0

(1 − α)βS0
βS0 + ka1Ka + dV

+ 3

2
· σka2Ka

ka2Ka + dV

α(βS0 + ka1Ka + dV )

(1 − α)(βS0 + dV )
. (13)

This estimate gives us an opportunity to evaluate and compare Rs
0 in a scenario

of a secondary infection with a different or identical DENV serotype. For a differ-
ent serotype ka1 = 0 because pre-existing, nonneutralizing prM antibody would not
opsonise with the infectious DENV particles. Then, (12) impliesRp

0 = √
P , and (13)

simplifies to

Rs
0 ≈ Rp

0 + 3

2
· σka2Ka

ka2Ka + dV
· α

1 − α
.
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Due to the presence of anti-prM antibody Ka > 0, Rs
0 > Rp

0 holds, so the basic
reproduction number in this scenario would exceed that in a primary infection.

In a secondary infection with the same DENV serotype, most studies report lack of
viremia. Thus, the basic reproduction number Rs

0 would be expected to be less than
1 or at least such that viral loads are below the detection threshold. Judging from the
estimate (13), in order to reduce the value ofRs

0 significantly belowRp
0 (or below 1),

one would have several options: to reduce the infectivity rate β, increase the binding
rate of anti-prM antibody to infectious DENV particles ka1, the viral clearance rate
dV , the kill rate of NK cells kN , or reduce the proportion σ of opsonised noninfectious
DENV that is able to infect target cells. The last option can be interpreted as improving
the clearance of such immune complexes by phagocytosis or other means.

2.2 Numerical Simulations

The proposed model contains many parameters whose values are uncertain or non-
identifiable, so it can be at best used to assess qualitative behaviours. In order to
examine the behaviour of solutions and to account for the uncertainty, we perform
random sampling of model parameters and run multiple simulations. The course of
a primary versus secondary infection for a sample set of parameter value (listed in
Tables C.1, C.2 in the Supplementary Material) is shown in Fig. 2, and these agree
qualitatively with the DENV infection characteristics.
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Fig. 3 Relationship between the fraction of infected cells producing immature noninfectious DENV par-
ticles α, time to peak viral load, peak viral load for a primary infection. Each series corresponds to a set
of parameters kN , kF , γN , q1 that are taken from a uniform distribution with range ±15% of the values
shown in Table C.1 in the Supplementary Material. The fraction α is in the range [0, 0.9]. The circle in each
panel represents the combination at α = 0 (Color Figure Online)

To gain understanding of the effect of the parameter α, describing the fraction of
infected cells producing immature noninfectious virions, on the disease indicators
and immune response, we carry numerical simulations based on Latin hypercube
sampling (Marino et al. 2008).

As disease indicators, we take the peak viral load (for the primary infection PVL =
maxt V1(t) + V2(t), and for the secondary PVL = maxt V1(t) + V2(t) + C(t)), the
maximal number of infected cells MI = maxt I1(t) + I2(t) in the first scenario and
MI = maxt I (t) in the second scenario, and the time of peak viral load taking as
reference at t = 0 the moment when the viral load equals the limit of detection of
357 copies/ml (Nikin-Beers and Ciupe 2015) because of lack of clear evidence for the
viral load where dengue fever patients manifest symptoms. For the immune response
indicators, we take the peak levels of NK cells, interferon, T cells, and antibodies from
the generated time series in the model solutions.

We perform simulations of the primary infection model (2) where we randomly
sample the parameters kN , kF , γN , q1 from a uniform distribution. The distribution
range is ± 15% of the respective value shown in Table C.1 in the Supplementary
Material. For each sample set, we vary α in the range [0, 0.9) and record the respective
maximal value. Results of these simulations are shown in Fig. 3.

As a further step, we simulate the effect of varying α in a primary and a secondary
infections. For the set of parameter values shown in Table C.2 in the Supplementary
Material, we vary α in the range [0, 0.9) and record the respective maximal value. We
consider also the scenario where only a fraction of the opsonised noninfectious DENV
mayenter Fc receptor-bearing cells (σ = 0.75) and the scenariowhere additional target
cells can be recruited due to the action of interferon signalling γS > 0. The results are
plotted in Figs. 4, 5, and 6.
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Fig. 5 Relationship between the fraction of infected cells producing immature noninfectious DENV α and
the maximal amount of infected cells in a primary versus secondary infection. For the secondary infection,
we consider two values of the fraction σ of opsonised immature particles becoming infectious as indicated.
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As a second test, we perform a Latin hypercube sampling, that is, we sample
randomly kN , kT , kF , γN , γT 1, γT 2, ka2, q1 from a uniform distribution with range
±15% of the value shown in Table C.1, C.2 in the Supplementary Material. This
value of α = 0.35 corresponds to the share of immature DENV found in patient
sera (Rodenhuis-Zybert et al. 2010). The values of D0 vary in the samedistributionwith
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mean 1250cell/ml, which corresponds to the pDC production rate reported by Chen
et al. (2013).

We compare the times to peak viral load and peak viral load in a primary versus
secondary infections from the generated time series in the simulations. Time is mea-
sured from the reference point t = 0 where the viral load is at the limit of detection.
Since the distribution of the generated times to peak viral load and peak viral load in
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Table 2 Comparing the sample distributions of peak viral loads and times to peak viral load in primary
versus secondary infections (sample mean and standard deviation (SD)) for two values of σ

Primary
infection

Secondary
(σ = 0.75)

Secondary
(σ = 1)

Sample Sample Sample Sample Sample Sample K–S
Mean SD Mean SD p Value Mean SD p value

PVL (107) 53.1 6.77 67.6 7.4 < 10−20 80.7 8.49 < 10−20

Time to PVL 8.55 0.084 7.87 0.061 < 10−20 7.68 0.056 < 10−20

The values are generated from 100 simulations of the models with randomly sampled values
kN , kT , kF , γN , γT 1, γT 2, ka2, q1, D0 from a uniform distribution. Models employed with dN = 0. The
p values are taken from a two-sample Kolmogorov–Smirnov test

Table 3 Comparing the sample distributions of peak viral loads in primary versus secondary infections
[sample mean and standard deviation (SD)] under assumption of additional target cell recruitment γS =
0.0005 (columns)

γS = 0 γS > 0
Sample Sample Sample Sample K–S
Mean SD Mean SD p Value

Primary 5.31 × 108 6.77 × 107 5.45 × 108 7.09 × 107 0.15

Secondary (σ = 0.75) 6.76 × 108 7.4 × 107 6.96 × 108 7.74 × 107 0.15

Secondary (σ = 1) 8.07 × 108 8.49 × 107 8.3 × 108 8.87 × 107 0.15

The values are generated from 100 simulations of the models with randomly sampled values
kN , kT , kF , γN , γT 1, γT 2, ka2, q1, D0 from a uniform distribution with range ± 15% of the value shown
in Table C.1, C.2 in the Supplementary Material. Models employed with dN = 0. The p values are taken
from a two-sample Kolmogorov–Smirnov test

the sample is unknown, we use a nonparametric two-sample Kolmogorov–Smirnov
(K–S) test (Gibbons and Chakraborti 2010, Section 6.3) to test whether the generated
samples of disease indicators from models (2) and (3) come from the same distri-
bution. The null hypothesis of the K–S test is “distributions of disease indicators in
primary versus secondary infections are the same”. If the peak viral loads generated by
models for primary and secondary infections came from the same distribution, then
the sampled values would not be statistically significantly different. The mean and
standard deviation of the sample peak viral load and sample time to peak viral load
in the primary and secondary infections and the p value of the Kolmogorov–Smirnov
test are shown in Table 2.

Finally, we use the generated sample time series to check whether the effect of
additional recruitment of target cells on the maximal viral load significantly affects
the peak viral load. The null hypothesis of the K–S two-sample test is “distribution of
peak viral loads in the model without and with additional recruitment of target cells
are the same”. The mean and standard deviation of the peak viral load in a primary and
secondary infections without and with additional recruitment of target cells [γS = 0
vs. γS > 0 in Eqs. (2a) or (3a)] and the p value of the hypothesis test are shown in
Table 3.

123



Modelling the Host Immune Response…

 8.6

 8.7

 8.8

 8.9

 9

 9.1

 9.2

 9.3

 9.4

 800  900  1000  1100  1200  1300  1400  1500

pe
ak

 v
ira

l l
oa

d 
(lo

g 1
0/

m
l)

pDC production D0

primary
secondary

 7

 7.5

 8

 8.5

 9

 800  900  1000  1100  1200  1300  1400  1500

tim
e 

to
 p

ea
k 

vi
ra

l l
oa

d 
(d

ay
s)

pDC production D0

primary
secondary

 0.6

 0.8

 1

 1.2

 1.4

 1.6

 1.8

 800  900  1000  1100  1200  1300  1400  1500

m
ax

im
um

 in
fe

ct
ed

 c
el

ls
 (l

og
10

/m
l)

pDC production D0

primary
secondary

Fig. 7 Relationship between pDC production rate D0, peak viral load, time to peak viral load and maximal
count of infected cells. The parameter α = 0.35
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cells and T cells (left panels), peak level of interferon and peak level of antibodies (right panels). The
parameter α = 0.35

Next, we examine the contribution of the term describing pDC production
D0 in homeostasis for the dynamics of the primary and secondary infections.
We randomly sample the parameters describing the immune response to DENV,
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Fig. 9 Relationship between peak viral load, peak level of interferon and peak level of antibodies, maximum
counts of NK cells and T cells. The parameter α = 0.35. The arrow points in the direction of increasing D0

kN , kT , kF , γN , γT 1, γT 2, ka2, q1, from a uniform distribution with range ±15% of
the value shown in Tables C.1, C.2 in the Supplementary Material. For each sample
set, we vary D0 in the range [800, 1500] and record the maximal viral load, maximal
number of infected cells, NK cells, T cells, and maximal level of interferon, and anti-
prM antibodies. The relationship between D0 and peak viral load and time to peak
viral load is shown in Fig. 7.

The relationship between D0 and peak number of infected cells, peak numbers of
NK and T cells and peak levels of interferon, and antibodies is shown in Fig. 8.

In addition, we plot the combinations between peak viral load, peak num-
ber of infected cells, peak antibody level, and maximal numbers of NK and T
cells (Fig. 9). In these plots, each series corresponding to a given sample of
kN , kT , kF , γN , γT 1, γT 2, ka2, q1 is drawn as a curve, with an arrow representing the
changes in the respective quantities along the curve with D0 increasing from 800 to
1500.
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Fig. 10 Parameter sensitivity spectrum illustrating the effect of each parameter with respect to first principal
component (primary infection) in the first scenario. The parameter β (per virion infection rate) is found the
most sensitive among all the model parameters, followed by γN (stimulation of NK cells by interferon),
κN (the removal rate of infected cells by the action of NK cells), and γS (recruitment rate of target cells by
interferon)

Fig. 11 Parameter sensitivity spectrum depicting the effect of the most significant 11 parameters (among
all 25 parameters of the model) with respect to first principal component (secondary infection) in the
first scenario. The rate ka1 (opsonisation of infectious DENV) is the most sensitive among all the model
parameters, followed by the infection rate β and ka2 (opsonisation of noninfectious DENV)

Finally, we globally analyse the sensitivity of the within-host immune response to
mature and immature dengue virus by means of two graphical objects: the sensitivity
heat map (see Figs. A.7 andA.9 in the SupplementaryMaterial) and the parameter sen-
sitivity spectrum for both models (2) and (3). Our approach reveals how the solutions
change after model parameters are perturbed.

The sensitivity heatmaps show the degree of sensitivity of the variables to parameter
variation. The parameter sensitivity spectrum, or strength values (Figs. 10 and 11) for
the first scenario, represents the effect of perturbing each parameter on the time series
of the solution.
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In the heat map (Fig. A.7 in the Supplementary Material) for the primary infec-
tion (2), the variable D (plasmacytoid dendritic cells) presents the highest sensitivity,
followed by S (target cells) then N—natural killer cells We also remark that only
D exceeds 75% of the global maximum (highlighted by the rectangle in magenta
colour in Fig. A.7 in the Supplementary Material). The parameter β (infection rate
of target cells by mature DENV) is found to be the most sensitive among all the
model parameters, followed by the recruitment rate of natural killer cells by interferon
γN , and the removal rate of infected cells by the action of NK cells κN . The rate
of additional recruitment of target cells due to interferon signalling γS is in fourth
place. In a secondary infection (3), the variable C (antibody-noninfectious DENV
complexes) presents the highest sensitivity, followed by F (interferon), V1 (mature,
fully infectious DENV) (Fig. A.9 in the Supplementary Material). That plot indicates
that only variableC exceeds 75% of the global maximum (highlighted by the rectangle
in magenta colour). The parameter ka1 (opsonisation of mature, infectious DENV) is
the most sensitive among all the model parameters, followed by β (infection rate of
target cells) and ka2 (opsonisation of immature, noninfectious DENV).

In the second scenario, in the model for primary DENV infection, the variable D
(plasmacytoid dendritic cells) presents the highest sensitivity, followed by S (target
cells), and then F (interferon). We also remark that only variable D plasmacytoid
dendritic cells exceed 95% of the global maximum (highlighted by the rectangle in
magenta colour in Fig B.10 of the Supplementary Material). The parameter D0 (pDC
production) is found the most sensitive among all the model parameters, followed
by KD (maximum rate of pDCs recruitment ), p (virus production rate), and κF ,
the Michaelis constant in recruitment of pDC (Fig. 12). In the model for secondary
DENV infection, the variable C (antibody-noninfectious DENV complexes) presents
the highest sensitivity, followed by I (infected cells), V1 (mature DENV), and then

Fig. 12 Parameter sensitivity spectrum illustrating the effect of each parameter with respect to first principal
component (primary infection) for the second scenario. The parameter D0 (pDC production) is found
the most sensitive among all the model parameters, followed by KD (max. recruitment pDCs), p (virus
production rate), and κF (Michaelis constant, recruitment pDC)—Experiment #1 (Model DENGUE1)
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Fig. 13 Parameter sensitivity spectrum depicting the order of the most significant parameters (among all
24 parameters of the model) with respect to first principal component (secondary infection) for the second
scenario. The parameter Ka (representing the antibody carrying capacity) is the most sensitive among all
the model parameters, followed bym (immune memory elasticity), p (virus production rate), and D0 (pDC
production)

F (interferon) (Figure B.14 in the Supplementary Material). The parameter Ka (rep-
resenting the antibody carrying capacity) is the most sensitive among all the model
parameters, followed by m (immune memory elasticity), p (virus production rate),
and D0 (pDC production) (Fig. 13).

3 Discussion

We have proposed a model incorporating infectious and noninfectious DENV and
plasmacytoid dendritic cells to model the within-host immune response based on
experimental observations made in vitro. Plasmacytoid dendritic cells have different
response to DENV-infected cells (Décembre et al. 2014) based on the type of DENV
these cells produce.

We study computationally the changes of these characteristics over the course of
DENV infection in the host. The model produces signatures of secondary DENV
infection: higher peak viremia and shorter times to peak viremia as measured since
time of viral load being at limit of detection. We have used a value of α = 0.35 close
to that reported in the literature (Rodenhuis-Zybert et al. 2010). However, in contrast
to other models (e.g. Ben-Shachar and Koelle 2015), our model predicts higher peak
viremia in secondary infection with different serotype without assuming a higher
infectivity rate for the secondary infection. (We assume β is the same for both primary
and secondary infections, see Tables C.1, C.2 in the Supplementary Material).

To verify that this difference between primary and secondary infections is sig-
nificant, we perform statistical tests on the simulated samples. We have used the
Kolmogorov–Smirnov test to test the null hypothesis that the computed samples of
peak viral load in a primary and secondary infections come from the same distribution.
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no additional recruitment of target cells (γS = 0) due to interferon signalling, while in the right, there is
additional recruitment (γS = 0.0005)

The computed p values from 100 simulated trials are very low (less than 10−20), and
allow us to reject the null hypothesis regardless of whether we assume dN = 0 (values
in Table 2), or dN > 0 (Table A.2 in the Supplementary Material for the first scenario
and Table B.1 for the second scenario). The hypothesis test also shows that the time
to peak viremia in a secondary infection is shorter compared to the primary infection.

The models (2), (3) test the effect of noninfectious particles in DENV infection.
The results show the maximal number of infected cells and peak viremia decrease
as the share of cells producing noninfectious DENV increases (Figs. 4, 5). For low
values α < 0.1, the peak viremia level in a primary infection is higher than that in
a secondary infection. Otherwise, the peak viremia level in a secondary infection is
higher even though the models in both scenarios use the same infection rate per virion
β. The literature reports values for α at about 0.3 (Rodenhuis-Zybert et al. 2010), and
reported higher peak viral loads in a secondary infection are consistent with the model
results for such values of α. The peak levels of interferon as function of α in a primary
infection are plotted in Fig. 14: maximum peak level is for intermediate α.

Figures 3 (right panel) and 6 show the combinations of the values of times to peak
viral loads and peak viral loads as the parameter α is varied between 0 and 0.9. The
relationships are C-shaped in both primary and secondary infections. As the fraction
of cells producing noninfectious DENV α increases from 0, both peak viral load and
the time to peak viremia decrease. Beyond a threshold value of α, however, the time
to peak viral load starts to increase, while the peak viral load continues to drop. In
a secondary infection, a similar relationship holds, but the C-curve is “flatter”. The
C-shaped relationship between the times to peak viral load and peak viremia levels
is retained even if we consider NK cell removal, dN > 0 (shown in Fig. A.4 in the
SupplementaryMaterial). The same holds for the plots of maximal levels of interferon
(Fig. A.3 in the Supplementary Material).
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Fig. 15 Comparison between viremia and interferon dynamics for different fractions of cells producing
noninfectious DENV (α) in a primary infection (2)

These results reveal a nonlinear trade-off between fractions of cells producing non-
infectious DENV, peak viremia level, time to peak viremia, and peak interferon levels.
From an eco-evolutionary point of view, the virus must maximise the odds of trans-
mission to effectively complete the cycle of spread from host to vector, and to continue
its propagation among susceptible individuals in the population. Most cases of dengue
fever are self-limiting, and the virus does not persist in the host over an extended time.
A reasonable assumption would be that DENV would be more likely to be transmit-
ted from a DENV-infected host to a vector if the viral loads in the host are higher.
However, the level of host viremia required for a successful transmission back to the
vector is unknown, and neither is any other physiological condition (febrile symptoms,
sweating, etc.,) that could predispose an infected host to become an attractive target
for mosquitoes to feed on. Such symptoms could be caused, for example, by higher
levels of cytokines, such as interferon, whose production in our model is enhanced via
pDCs reacting to infected cells producing immature, noninfectious DENV (Fig. 15).
Hence, the presence of noninfectious virions might enable the virus to increase its
odds of transmission by several instruments: timing and level of peak viremia, as well
as causing febrile symptoms in the host through cytokine secretion. Yet, relationships
between cytokine levels and physiological symptoms are likely to be nonlinear or dif-
ficult to quantify, e.g. in the case of dengue transmission between asymptomatic hosts
and vectors (Duong et al. 2015).

In studying, the role of plasmacytoid dendritic cells in a DENV infection and the
immune response the model is also consistent with the view that these cells function as
mediators between innate and adaptive immunity (McKenna et al. 2005). It predicts
a trade-off in the activation of different types of immune cells (natural killer cells
versus cytotoxic T cells) in the secondary infection. This is important because T cells
contribute more for clearance of infected cells in the secondary infection than the
primary DENV infection (Friberg et al. 2011).

A higher pDC production D0 is associated with a decrease in the peak viral load and
peak numbers of infected cells in primary and secondary infections, as well as the time
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to peak viremia (Figs. 7, 8). Higher values of D0 also translate in higher peak numbers
of NK cells and higher peak levels of interferon in both primary and secondary DENV
infection with a different serotype (Fig. 8). However, in the secondary infection, the
relationship between pDCproduction rate and peak count of T cells, maxt T (t), is non-
monotone, U-shaped (Fig. 8), and there is a range where a lower pDC production rate
D0 corresponds to a higher peak count of activated T cells. This quantitative feature
may suggest the presence of a trade-off between pDC production and T cell activation.
Over this range, the term T I describing activation of T cells from infected cells in (3j)
dominates the term T D describing activation by pDCs. There, are NK cells are not
sufficiently activated by interferon that pDCs produce. In short, scarcity of pDCs
disrupts their ability to serve as mediators between innate and adaptive immunity.

In the light of available experimental and clinical evidence, we interpret this model
prediction as follows. A secondary DENV infection is associated with dengue haem-
orrhagic fever (DHF) due to pro-inflammatory cytokines which are partly secreted
by T cells (Kurane et al. 1994; Dung et al. 2010). Larger numbers of activated T
cells are present in DHF cases during the febrile phase than in patients with milder
disease (Green et al. 1999;Mathew andRothman 2008). If we assume a simple propor-
tional relationship between the pro-inflammatory cytokines and the disease severity,
and employ a model for cytokine dynamics which is positive monotone-dependent on
the numbers of T cells as in [Ben-Shachar andKoelle (2015), Eq. (4.1)], then themodel
would translate these results into a higher level of pro-inflammatory cytokines and a
higher disease severity at lower pDC production rates D0. In fact, clinical evidence
suggests that an insufficient pDC count is associated with higher viral load and severe
disease (Pichyangkul et al. 2003). The model presented in this study suggests that a
lower pDC level in a secondary infection seems to be compensated by a stronger T cell
response resulting in a higher peak viremia and potentially a higher pro-inflammatory
cytokine response and agrees with experimental evidence about the importance of
pDCs in immune homeostasis (Webster et al. 2018).

Next, we test the hypothesis whether pDC activation by infected cells and pro-
duction of interferon that may lead to the possible subsequent recruitment of DENV
permissive cells (Décembre et al. 2014). In other words, the noninfectious DENV
may act as an “interferon bait” attracting additional dendritic cells, T cells, etc., to
the infection site (Silveira et al. 2018). We have introduced a parameter γS into the
equation for DENV target cells to account for a scenario without additional recruit-
ment (γS = 0) and with additional recruitment (γS > 0). The numerical simulations
demonstrate that subsequent recruitment of DENV permissive cells due to interferon
signalling (γS > 0) does not significantly increase peak viremia. We have used the
Kolmogorov–Smirnov test to check if the computed samples of peak viral load with
γS = 0 and γS > 0 come from the same distribution (Gibbons and Chakraborti 2010).
The computed p value from 100 simulated trials do not allow us to reject the null
hypothesis regardless of whether we take dN = 0 (Table 2), or dN > 0 (Table A.3
in the Supplementary Material) at 1% confidence level. Therefore, our computational
model cannot serve as qualitative evidence for noninfectious, immature DENV serv-
ing as an “interferon bait”, and we suggest more experimental effort to be focused on
validate this hypothesis experimentally.
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Finally, we discuss the implications of the model in the context of the reported
disease incidence inDENVreinfectionswith the same serotype (Waggoner et al. 2016).
We have computed the basic reproduction numbers R0 in a primary infection (12) and
made a first-order approximation for the secondary infection (13). The expression
for the secondary infection Rs

0 shows that the value Rs
0 could be lowered by several

means: reduced infectivity rate β, increased binding rate of anti-prM antibody to
infectious DENV particles ka1, the viral clearance rate dV , the kill rate of NK cells
kN , or reduced proportion σ of opsonised noninfectious DENV complexes that are
not cleared by phagocytosis. The effect of increasing ka1 is ambiguous because of the
opposing effect on either summand in the approximation (13). Reducing σ to 0 would
affect the second summand only. Yet the infectivity rate β can be reduced and the
viral clearance rate dV can be increased due to the presence of neutralising antibodies,
such as anti-E antibodies (Costa et al. 2013; Dejnirattisai et al. 2010). If this is not
the case, the basic reproduction number in a secondary DENV reinfection with the
same serotype could be sufficiently high and even comparable to that of the primary
infection.

In the first scenario of the model, we have employed a dichotomy by considering
the compartment of infected cells to be split into two subpopulations, I1 consisting of
cells producing mature virus, and I2 of cells producing immature virus. That model is
based on the assumption that such subpopulations persist stably over time, which could
be examined through additional experiments, while an individual cell might produce
both types of viral progeny in different proportions. In the second scenario (results in
Section B the Supplementary Material), we consider one infected cell compartment.
That compartment releases bothmature and immature virions in a proportion (1−α) to
α, and a fraction α of the infected cells contributes to additional interferon production
by pDCs due to cell–cell contact.

Some results from the simulations in the second scenario are in qualitative agree-
ment with those of the first scenario (statistical tests, shape of trade-offs, etc., refer to
Figs. B.1–B.9 in the Supplementary Material). The sensitivities of model parameters
(Figs. B.12–B.15 in the Supplementary Material) in the second scenario are not very
similar to the first scenarios considered. This could be explained by the fact that the
splitting/uniting of the infected cell compartment between the scenarios may lead to
changes in the condition numbers of the respective systemmatrices.We conclude from
these numerical experiments that further experimental work is necessary to elucidate
and quantify the interactions in the immune response to mature and immature DENV,
and the two scenarios considered in our work can be seen as first, simple steps in
modelling mathematically this complex system.

Possible extensions of the model would be to include a continuum structure or trait
of the DENVparticles denoting the different levels of maturation and infectivity due to
the degree of furin expression in the target cells and hence the degree of prM cleavage
of the DENV particle (Pierson and Diamond 2012). Such approach is used in models
of cancer, e.g. (Dimitriu et al. 2014). In addition, the parameter α may not necessarily
remain constant over time, and time-series experiments could reveal whether the share
of immature DENV changes over the course of the disease.
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Yet, quantifying degrees of infectivity in an experimental in vivo setting, and
understanding the interactions between virus and target cells may become highly
complicated.

Furthermore, in the two scenarios considered here, we have omitted other kinds
of antibody which could play a role in DENV viral dynamics (e.g. anti-E antibody)
and other types of immune cells such as B cells or different subtypes of T cells.
Evidence about ability of antibody to block the virion epitopes and threshold levels
for neutralisation is inconclusive (Rodenhuis-Zybert et al. 2011), and may require
modelling the functional response for NK cells, T cells, antibody not by a linear term
as we have done, but with a Hill-type or a step function. Our model would be greatly
supported by validation with experimental data and better approaches for quantifying
potential heterogeneity among DENV-infected cells in expressing furin and its effect
of synthesis of dengue virions with different maturities.

Our model could be a useful stepping stone for setting up new experiments both
on cell and patient level. Efforts could be directed towards verifying the existence
and persistence of distinct subpopulations of infected cells that produce mature versus
immature virions and if these subpopulations persist, establish quantitatively differ-
ences in their dynamics. Immune indicators could be studied jointly with susceptibility
to mosquito bites and the chances of viral transmission between patients and mosquito
vectors. Additional data on the within-host dynamics of mature and immature viri-
ons could also be useful in clarifying the role of the different virions, as well as for
analysing the effect of various preventive measures such as vaccines or mosquito
repellents.
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