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On a Boundary Value Problem
for an Equation of Mixed Type
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In this paper a boundary value problem for an equation of mixed type is considered and
Investigated. Existence of a weak solution is proved.

Let G be a bounded domain in the plane (z,y) with a partially smooth
boundary I and let Oz intersect this domain. Consider the equation:

(1) Lu = e + k(y)uyy + e1(2, )uz + 2(z, v)uy + (2, 9)u = f(2,9),

Where k(y) € C*(G), yk(y) > 0 for y # 0, a1(z,y) and az(z,y) € C*(G) and
1(z,y) € C(G).
For y > 0 equation (1) is elliptic, for y = 0 it is parabolic and for y < 0 -

hyperbolic.
To formulate a correctly posed boundary value problem for (1), we reduce

equation (1) to a positively symmetric system in the sense of Friedrichs [1].
To this end, we remember some facts of the theory of positively symmetric

Systems [1]. |
In the bounded domain G C R™ with partially smooth boundary T, we

Consider the system:

(2) Ki —EA BT+Bu—F yit = (U1, Uz, ey Un)y
1=1 b

F = (f1,f2y fn)
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where A* and B are n X n matrices, the elements of A* are partially smooth
functions and those of B - partially continuous functions. We introduce also

the matrix:
%
=B -0.5 ( oA )
~ oz;

If the matrices A’ are symmetric and the matrix » + »* is positively de-

fined in G, then system (2) is said to be positively symmetric (here, »* is the
transposed matrix of ).

We consider the boundary matrix

B = E n;A‘(:c),

=1

where n(z) = (n1(z), na(z), ..., na(z)) is the unit vector of outer normal towards
I'. If the matrix 3 is representable in the form 8 = 8, + B_, with
a) p+ p* >0, where u = (B4 + 8-)/2;
b) ker 84 +ker B_ = R™, then the boundary value condition S_u = 0 is ca.lled
admissible and B, u = 0 is a conjugate boundary value condition

1. Reduction of equation (1) to a positively symmetric system of
first order and investigation of the system obtained

Let u(z,y) € C?(C) and satisfy equation (1) in G. Then the functions
Up = U, U] = Ug, U2 = U, satisfy in G the following system:

Oup
uz — 8—y =0
a
(3) a';l + k(y ) 8 2 4 o1z, 9)u1 + az(z,¥)uz + (2, ¥)uo = f(z,y)
8“1 811,2 -
"oy Tz =

Let us rewrite system (3) in a matrix form and multiply it on the left-hand
side by a suitably chosen matrix:

a 0 0
Z=|0 0 b}, det Z = —ab?,

0 b 0
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where a(z,y) and b(z,y) are smooth functions (to be defined later). Then we
obtain the symmetric system:

.“=”_“ __l Bi = 1 i = 5 ‘=0)0b’
(4) La=A'-+A 5, * B f, @=(uo,u1,u2), f=(0,0,bf)
and
) 0 00 —a 0 0 ) 00 0 o0
Al=10 0 b, A’:[o —5 0| ad B=]0 o0 0 |.
0 b 0 0 0 kb ‘1b b01 baz

For the matrix » + »* to be positively defined in G, it is necessary and
sufficient that: 1) ay, > 0, 2) ayb, > 0, 3) det » + »*) > 0. We choose the
function b = b, + by, where the coefficients satisfy the following conditions:

a) b, is a fixed arbitrary positive number;

b) b, satisfies conditions b, + by > 0 for y € [h1,h2] (hy = mingy, hy =
maxg y), and (2ap — k')by — kby > 2M = const > 0 in G, simultaneously,
with the additional requirement 2a; — k' > 7 = const > 0 in G.

We choose a = —1/(7y + §), where § = —1 — Th,.

The function ay(z,y) is chosen sufficiently small in absolute value so that
b2[(2as — k')by — kby) — b%2a? > M > 0 and v(z,y) is such that det(sx + »*) >
Ma?7/3>0in G.

For a(z,y) and b(z,y) chosen in this way and the above additional propo-
sitions for the coefficients a;(z, y), a2(z,y) and 7(z,y), it is easy to check that
det Z # 0 and the matrix » + »* is positively defined. Therefore, system (3)
and (4) are equivalent in G and system (4) is positively symmetric.

We introduce the boundary matrix

_ —any 0 0
(5 ) ﬂ = 0 -_— bny bn,_. ,
0 bn, kbn,

where (n.,n,) is the unit vector of the outer normal towards I'. We consider

the quadratic form:
@-fi = —anyud — bnyul + kbnyuj + 2bnguiug
For bn, # 0 this form can be written in the form:

(6) @B = —anyud + b[(n2 + kn,’,)u% - (u1ny — uzng)?]/ny.
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It is seen from here how some boundary value problems can be stated for
system (3) so that the boundary conditions to be admissible.
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Figure 1
Let the boundary of the domain be I' = I'o U 07 U 0, (Fig.1), where o, and

o, are characteristics of equation (1) and I'g is two times smooth curve. On oy
and o, we have n2 + knz = 0 and ny < 0, hence it follows that @ -84 > 0. If we
choose f_ = 0, B4+ = [, then the conditions of Friedrichs [1] are satisfied
and therefore o, and o, are freed from boundary values.

We assume that on I'g the following additional conditions are fulfilled:
) ny, > 0, kn3+n§>0

Then, we define following quadratic form:

(8) i -2u0 = anyug + b[(n: + knz)ug + (u1ny — ugn:)z]/n,

The symmetric matrix:

an, 0 0
2u=| 0 bn, —bn, i
0 bny (2ni+ kn2)b/n,

defined by (8) is positively defined on I'g. We solve the system:
2u = By — B-
B = B4+ B-
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For this choice of 3, and (_, the condition S_u = 0 is admissible. On T'o
and upon conditions (7), f—u = 0 has the form:

(9) upo=0 and wuny; —uzny =0 on Io.

Then the well-posed boundary value problem for system (4) is:

Problem A’. Find a solution of system (4 ) satisfying boundary value con-
ditions (9).

Denote by Ly(G) the Hilbert space with the scalar multiplication:
(&,9) = / (uovo + u1v; + ugve)dzdy,
G

where

-

@ = (uo,u1,u2) and = (vo,v1,v2).
The norm in ig(G) is denoted by || - ”L,(G)

Definition. The function @ € Ly(G) is said to be a weak solution of a
problem A’, if (L*d,4) = (i;,f) (L* is a formally conjugate of L operator) for
each partially smooth function in G, satisfying the conjugate boundary value
~ conditions:

(10) avy + bvy = 0 on I and

vg =0, wviny— VN = 0 on oy Uo:

Definition. The function i € Lz(G) is said to be a strong solutwn of prob-
lem A', if it ezists a sequence of partially smooth in G functions a* satisfying
boundary value conditions (9) and:

la* = allg, g — 0, NL@* = Fllgyq — 0 k— o0

From the Friedrichs theory [1,2] for positively symmetric systems it
follows that the energy inequalities are fulfilled, namely:

(11) I Lllg, g > Cllill,g» € >0 C = const,
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for all the partially smooth in G functions # satisfying boundary value condi-
tions (9) and:

(12) I1L*8ll, gy > Colléliz,y Co >0, Co= const,

for all the partially smooth in G functions v satisfying the conjugate boundary
value conditions (10).

It follows immediately from (11), that if problem A’ has a strong solution
it is unique.

As it is known from [3] it follows from (12), that problem A’ has a weak
solution for each function f € Ly(G). Then, we have proved that the following
theorem holds:

Theorem 1. Problem A’ has a weak solution and if the strong solution
ezists, it is unique.

We are to prove the following:

Theorem 2. Fach weak solution of problem A’ is a strong solution too.

Proof. For the inner points of G the result follows immediately from
[1,2]. Let us consider again the boundary matrix 3 (5), det 8 = ab?n,(kn2+n2).
The boundary T is two times smooth everywhere except for the points S, S;
and S3 (Fig.1). On TI'g, the rank of the matrix 8 is maximal and fixed, since
det 8 # 0. The boundary space N(z) = {(0, u1, u2); u1nz—nyuz = 0} is smooth.
Therefore in a small neighborhood of an arbitrary point of I'g, all the conditions
for coincidence of the weak and strong solution in the theorems of Lax and
Phillips [4] are fulfilled. On the characteristics o7 and o2, det 8 = 0, but the
principle minor of second order

[agy —l?ny] = abn? # 0.

The rank keeps on to be 2 in a neighbourhood of characteristics too. Then,
from [5] it follows that the weak solutions is also strong one. The points 5,
S2 and S3 are corner points, vertices of angles different from zero and smaller
then w (with respect to the domain). On one of the sides of the angle, the
boundary matrix keeps a constant rank, and on the other side only boundary
value conditions or only conjugate boundary value conditions are given. There-
fore, the results of Lax and Phillips [4], Peyser [5], Popivanov [6] for
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coincidence of the weak and the strong solution are applicable. This completes

the proof.
Theorem 1 and Theorem 2 yield the following theorem.

Theorem 3. Problem A’ has an unique strong solution.

2. Weak solvability of the corresponding boundary value problem
for equation (1)

Problem A. Find a solution of equation (1) in domain G (under the above
assumptions for the boundary I') satisfying the boundary value conditions:

(13) - u(z,y) =0 on Ty

~

u(a:, y) Iax Uoa

(the sign ~ denotes that no boundary value conditions are prescribed).

The following assumptions and requirements for the coefficients of equation
(1) hold, and ensuring that system (3) is positively symmetric.

It is easily seen that the conjugate boundary value conditions for equation

(1) are:
(14) v=0o0nToUoUo;

Denote by W#(G) and W2 ,(G) the closure with respect to the norm W3(G)
of the set of functions of C?(G), satisfying (13) and (14).

Definition. The function u € L3(G) is said to be a weak solution of prob-
lem A, if (u,L}) = (f,v) for each v € W3,(G).

Theorem 4. The boundary value problem A has a weak solution u €
L3(G) for each f € Ly(G).

Proof. Let @ = (uo,u1,uz) is the strong solution of problem A’. Then
there exists a sequence @* = (uf, u¥, u§) of functions smooth in G and satisfying

boundary value conditions (9), for which:

a* —al) —» 0, ||La*—fll=0 ,k— oo

hold.
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We assume that G is defined by the inequalities: {z; < z < z3; y_(z) <
Yy < y4(x)}. Then for (z,y) € G we define the function [7]:

v
6k (z,y) = / ( )u’;(z,t)dt; 6*(z,y) € C\(G).
v4(z

From the fact that the sequence {@*}, is fundamental and therefore, the
sequence {u%} is also fundamental it follows that it is the same for the sequence
{6*(z,y)}. The completeness of the space Ly(G) yields that a function 0(z,y) €
Ly(G) exists, so that:

(15) 6%z, y) — 8(z, y)llL,() = 0 as k — o0
It is easy to prove that
(16) 6%z, y) — uo(z, ¥)llL.(c) — 0 as k — oo

Therefore from (15) and (16) it follows that ug(z,y) = 6(z, y).
We prove that

k
(17) a—o- - U -0
1Y)
z L2(G)
and .
I 8i — Uy — 0 as k — oo.
dy L,(G)

From (16) and (17) it follows that

_ 8uo a’uo

Bz’ T 5y

uy

and uo(z,y) € W}(G) C L2(G).
By the help of an imbedding theorem of Sobolev [8], it is shown that

luollL,(ro) = O,

i.e. up = 0 almost everywhere on I'y. It is verified that ug(z,y) is a weak
solution of problem A. This proves the theorem.

Let u € C*(G) and u = 0 on I'g. Then @ = (u,ug,u,) satisfies system (4)
and boundary value condition (9). Then the estimation (11) holds:

Ll = CillillL,c),
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i.e.
1/2

1/2
[ / bz(Lu)zdzdy] >C [ / [u? + 42 + u:]dzdy]
G G
Since the function b(z,y) is bounded in G, then
(18) I LullL,c) 2 Cillullw:()-

It is seen that the estimation (18) holds for every function u € W3(G),
which satisfies equation (1) and boundary condition (13).

Gratitudes are due to Prof. D.Sc. Karatoprakliev for the subject suggested
and valuable advices and to Prof. D.Sc. N. Popivanov for the useful discussions.
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