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Abstract: A definition of the concept "intelligence" is introduced in 
this paper. The basic concept "information expectation" is discussed as 
foundation-stone for definition of the concept "intelligence". It is shown 
that the intelligence is creating and resolving the information expectation.  
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Introduction 
In modern age, intelligent systems and their control are finding wide 

applications in various fields like Global Monitoring for Environment and 
Security, Micro-Electro-Mechanical Systems, Robotics, Manufacturing, 
Medical, Aerospace, Drives and Controls, Business Intelligence, etc.  

For instance, the Micro-Electro-Mechanical System (MEMS) is the 
integration of mechanical elements, sensors, actuators, and electronics 
on a common silicon substrate through micro-fabrication technology. 
MEMS promises to revolutionize nearly every product category by 
bringing together silicon-based microelectronics with micromachining 
technology, making possible the realization of complete systems–on–a–
chip. MEMS is an enabling technology allowing the development of 
smart products, augmenting the computational ability of microelectronics 
with the perception and control capabilities of micro-sensors and micro-
actuators and expanding the space of possible designs and applications. 
Microelectronic integrated circuits can be thought of as the "brains" of a 
system and MEMS augments this decision-making capability with "eyes" 
and "arms", to allow microsystems to sense and control the environment. 
Sensors gather information from the environment through measuring 
mechanical, thermal, biological, chemical, optical, and magnetic 
phenomena. The electronics then process the information derived from 
the sensors and, through some decision-making capability, direct the 
actuators to respond by moving, positioning, regulating, pumping, and 
filtering, thereby controlling the environment for some desired outcome or 
purpose. [MEMSnet, 2010] 

A very important area for such applications is the European Earth 
Observation Program (GMES – Global Monitoring for Environment and 
Security) which provides data useful in a range of issues including 
climate change and citizen's security. Land, sea, and atmosphere – each 
Earth component is observed through GMES, helping to make our lives 
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safer. The purpose of GMES is to deliver information, which corresponds 
to user needs. The processing and dissemination of this information is 
carried out within the "GMES service component". [GMES, 2010] The 
thematic areas within the GMES intelligent service component comprise: 

− land, marine and atmosphere information – ensuring systematic 
monitoring and forecasting the state of the Earth's subsystems at 
regional and global levels; 

− climate change information – helping to monitor the effects of 
climate change, assessing mitigation measures and contributing to the 
knowledge base for adaptation policies and investments; 

− emergency and security information – providing support in the 
event of emergencies and humanitarian aid needs, in particular to civil 
protection authorities, also to produce accurate information on security 
related aspects (e.g. maritime surveillance, border control, global 
stability, etc.). 

It is clear the intelligent systems are important for society, industry, 
and science development. Intelligent systems consist of mechanical 
devices, electrical sensors, electronic controls, embedded programs, and 
data and/or knowledge bases, but the main characteristic of such 
systems is their "intelligence". 

The "intelligence" 
There exist many definitions of the concept "intelligence". For 

instance, Walter Fritz wrote, "intelligence is the ability to reach ones 
objectives. A system is more intelligent if it reaches its objectives faster 
and easier. This includes the ability to learn to do this. The intelligence of 
a system is a property of its mind. The mind is the functioning of its brain. 
An intelligent system is a system that has its own main objective, as 
well as senses and actuators. To reach its objective it chooses an action 
based on its experiences. It can learn by generalizing the experiences it 
has stored in its memories. Examples of intelligent systems are persons, 
higher animals, robots, extraterrestrials, a business, a nation. An 
artificial intelligent system is a computer program that functions the 
same way that a biological brain does, only it performs this in an 
electronic way instead of by activating neurons. We can say that it is like 
the proverbial black box; it has inputs and learns which outputs get the 
most approval by human beings. It stores experiences in its memory, 
generalizes them, and thus can deal with new circumstances (new 
inputs)". [Fritz, 1997] 

From this point of view, we may say that the "intelligent systems" 
may be studied in accordance with theirs genesis – natural or artificial. 
The growth of natural information technologies permits to find new 
theoretical decisions and corresponded realizations influenced by the 
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investigations of natural information phenomena and especially of the 
models of the information processes in the brain.  

In the same time, from the Fritz definition, it is not clear what the 
main characteristics of the intelligence are. We need definition that is 
more detailed and in the same time to be universal to cover natural and 
artificial intelligence.  

To discover the essence of the concept "intelligence" we need to 
remember some of the main concepts of the General Information Theory 
(GIT). It is built by three specialized theories (1) Theory of Information, 
(2) Theory of Infos and (3) Theory of Inforaction. [Markov et al, 2006] 

In the General Information Theory the real world is considered as a 
space of entities. The entities are built by other entities, connected with 
relationships. Building the relationship between the entities is a result of 
the contact among them. During the contact, one entity impacts on the 
other entity and vice versa. The set of contacts between entities forms 
their interaction.  

The internal change in the entity, which is due to impact of the other 
entity we denote with the notion "direct reflection". It is possible, after 
one interaction may be realized another. In this case, the changes 
received by any entity, during the first interaction, may be reflected by the 
new entity. This means the secondary (transitive external) reflection 
exists.  

One special case is the external transitive self-reflection where 
the entity reflects its own relationships as a secondary reflection during 
any external interaction. Some entities have an opportunity of internal 
self-reflection. 

When an entity contacts another, there exists a great possibility to 
join third entity in this process. So, the third entity may reflect any 
vestiges of this interaction from both first and second entities. In the 
special case when the third entity contains reflections of the first entity 
received by both two different ways: 

1. by transitive impact of the first entity on the third one through the 
second entity, 

2. by impact of the first entity on the third one which is different from 
the transitive one, i.e. it can be direct impact or transitive impact through 
another entity (-ies), 

then the third entity became as an external relationship between 
first entity and its reflection in the second entity – it became as 
"reflection evidence" of this relationship. The first entity is called 
reflection source; the second entity is called reflection recipient; and 
the third entity is called reflection evidence.  
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The triple (source, recipient: evidence) is called information in 
the recipient for the source. In other words, the reflection of the source in 
the recipient is "information" for the source if there is corresponded 
reflection evidence. 

Every forming relationship as well as every relationship unites the 
entities and this way it satisfies some theirs possibilities for building the 
relationship by establishing the contact. In other words, for creating the 
forming relationship we need: (1) entities, from which the new entity is 
able to build; (2) possibilities of the entities for establishing the contact by 
satisfying of which the forming relationship may be originated. 

The forming relationship is the aggregate of the satisfied 
possibilities for establishing the contact. It is clear that after establishing 
the relationship we may have any of two cases: 

− all possibilities of the entities for establishing the contact are 
satisfied by such possibilities of other entities; 

− there are any free possibilities after finishing the 
establishment of the new relationship - on the low levels of 
the entity or, if it is a new entity, on the level of the whole 
entity. Disintegration of the whole entity or any its part may 
generate any possibilities too.  

In the second case, the entity has any "free valences", which 
needs to be satisfied by corresponded contacts with other entities. We 
may say the entity has activity generated by the free possibilities for 
establishing the contacts with the entities from the environment. 

The process of interaction is satisfying the possibilities for contact of 
the entities.  

If the entity is a complex, it is possible for it to have an opportunity 
of self-reflection. In such case, it is able to reflect any reflection, which 
has been already reflected in it. In this case, because of the new internal 
changes (self-reflection) the entity may obtain any new "secondary 
activity". 

The secondary activity is closely connected to the structural level of 
the entity, which correspond to the level of the self-reflection. This way 
the secondary activity may be satisfied by internal or external entity from 
point of view of the given entity. In other words, the resolving of the 
secondary activity may be internal or external.  

During the establishment of the information relationship it is 
possible to be generated any secondary free activity (possibilities on the 
low levels of the entity or on the level of the whole entity) which needs to 
be satisfied by corresponded contacts with other entities. The secondary 
activity generated by the information relationship is called "information 
activity". 
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On given level of complexity of the entities a new quality becomes – 
the existence of self-reflection and internal activity based on the main 
possibilities for contact of the sub-entities as well as based on the new 
(secondary) possibilities created after internal self-reflection. The internal 
activity may be resolved by: 

− the internal changes which lead to partial internal disintegration of 
the sub-entities and their a posterior internal integration in the new 
structures; 

− the external influence on the environment. 
The impact on the entities around the entity is the way to resolve its 

activity. The destroying of the external entities and including the 
appropriate theirs parts in itself is the main means to exist and satisfy the 
free valences. 

One special kind of activity is the information one. We assume that 
the secondary activity needs to be resolved by relevant to the information 
valences corresponded opposite (information) valences which need to be 
of the same genesis, i.e. generated by any information relationship. So, 
not every entity may be used for resolving the secondary activity. This 
way, the entity expects a special kind of (information) contacts and 
(information) interaction for resolving the information activity. Because of 
this the information activity is called "information expectation". 

The entity "expects" to combine the information valences with any 
others because of the information expectation, i.e. the existing secondary 
information activity. The combining the valences of the information 
expectation with some others is called resolving the information 
expectation. The resolving of the information activity is a target which 
may be achieved by the establishment and providing (information) 
contacts and interaction.  

In general, the definition of the intelligence of Walter Fritz is covered 
by the provided explanation. In details, the intelligence is combination 
of: 

− (primary) activity for external interaction. This characteristic is 
basic for all open systems. Activity for external interaction means 
possibility to reflect the influences from environment and to realize impact 
on the environment. For instance, in Walter Fritz’ definition these are 
"senses" and "actuators"; 

− information reflection and information memory, i.e. possibility 
for collecting the information. It is clear; memory is basic characteristic of 
intelligence for “the ability to learn” as Walter Fritz wrote; 

− information self-reflection, i.e. possibility for generating 
"secondary information". The generalization (creating abstractions) is 
well known characteristic of intelligence. Sometimes, we concentrate our 
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investigations only to this very important possibility, which is a base for 
learning and recognition. The same is pointed by Walter Fritz for the 
intelligent system: “To reach its objective it chooses an action based on 
its experiences. It can learn by generalizing the experiences it has stored 
in its memories”; 

− information expectation i.e. the (secondary) information activity 
for internal or external contact. This characteristic means that the 
prognostic knowledge needs to be generated in advance and during the 
interaction with the environment the received information is collected and 
compared with one generated in advance. This not exists in Walter Fritz 
definition but it is the foundation-stone for definition of the concept 
"intelligence".; 

− resolving the information expectation. Walter Fritz wrote that 
the "intelligence is the ability to reach ones objectives". The target is a 
model of a future state (of the system) which needs to be achieved and 
corresponding to it prognostic knowledge needs to be "resolved" by 
incoming information. 

 
Simply, the intelligence is creating and resolving the 

information expectation.  
 

Conclusion and future work 
In this paper we presented a definition of the concept "intelligence" 

as a common approach for investigating the natural and artificial 
intelligent agents. It is clear; the reality is more complex than one 
definition. Fortunately, there exits good theoretical ground, especially in 
the areas of pattern recognition and data mining as well as the decision 
making, which may be used as basis for further research. Possible 
extensions of this work may be investigation of: 

− the partial resolving of the information expectation when it is 
needed to decide which cases are good to be chosen as reached target; 

− the statistically generated information expectation which is based 
on self-reflection and generalization. 

Presented in the paper understanding of intelligence is important for 
realizations of the intelligent computer systems. The core element of 
such systems needs to be possibility for creating the information 
expectation as well as the one for resolving it. The variety of real 
implementations causes corresponded diversity in the software but the 
common principles will exist in all systems. 

At the end, let point a special area – the intelligent automated 
generating of metadata for e-documents. There are different approaches 
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to solve such task. Following the presented in this paper idea, we may 
reduce the computational work starting from process of creating of 
information expectation and then to realize process for resolving it. In 
other words, we need to study the practical area and to create 
information base with standardized typical information expectations. 
Based on it, only the corresponded service meta-information from e-
documents has to be generated. This way the redundant information will 
be avoided. 
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