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## Preface

Fractional Calculus, as an extension of the classical Calculus, started with the ideas of Gottfried Leibniz by the end of the XVII century and had been developed progressively up to now. During the recent decades Fractional Calculus attracted the attention of many researchers in different areas, such as mathematics, physics, biology, chemistry, engineering, social sciences. The main reason is that the differential and integral equations of fractional order can model mathematically various natural and industrial processes more adequately than these restricted to integer order. In particular, Fractional Calculus has become a frequently used tool in hereditary physics due to the efficiency of fractional differential equations in the modelling of anomalous diffusion or wave phenomena when some memory mechanisms of power-law or logarithmic type are present.

Fractional partial differential equations are widely used to capture the powerlaw dependence on time of the mean squared displacement in anomalous diffusion processes. However, most of the complex systems do not show a monoscaling behavior. Instead, transitions between different diffusion regimes in course of time are observed. One way to model such a multi-scaling behavior is by replacing the single operator of fractional derivative by more general integro-differential operators with specific memory kernels. This leads to the so-called generalized fractional diffusion and diffusion-wave equations.

The present dissertation is devoted to the study of subordination principle for generalized fractional evolution equations. By means of a subordination principle, it is possible to construct solutions of such evolution equations from the solutions of classical integer order equations, or simpler fractional order ones. It is a useful tool for establishing well-posedness, for deriving integral representations of the solutions, and for the study of their regularity, asymptotic behavior, and other properties. Moreover, the subordination principle defines a hierarchy in the variety of generalized fractional evolution equations, which is essential for the proper classification and understanding of the related mathematical models.

The main tools in the present study are the theory of Fractional Calculus operators and special functions, Laplace transform, and the properties of Bernstein functions and related classes of functions.

This dissertation is an outcome of the author's research work during the past seven years (2015-2021). It is based on 11 articles, published in this period: [10][15], [18]-[20], [22], and [25]. In the outline below for every chapter we indicate which of these publications have been used.

The dissertation is organized as follows. The Introduction contains a short overview on subordination principles and motivation for the present study. Chapter 1 contains notations, definitions and basic properties of fractional integration and differentiation operators, Laplace transform, Mittag-Leffler functions and functions of Wright type. In Chapter 2, after an introduction to Bernstein functions and some background material on abstract Volterra equations, we prove two general subordination theorems. Chapter 3, [14, 20], is devoted to a detailed study of subordination principle for space-time fractional evolution equations. As an application, a number of explicit expressions in terms of special functions and integral representations for the solutions are derived. The rest of the thesis is concerned with generalized time-fractional evolution equations. To demonstrate the crucial role of the subordination principle in the study of this class of equations, the fractional Jeffreys' heat conduction equation is considered as a model problem in Chapter 4, [22]. In Chapter 5, [10, 11, 12], we establish subordination results for the subdiffusion equation of distributed order in time and for more general subdiffusion equation with memory kernel. As an application, useful estimates are derived in the scalar case. Chapter 6, [15], is concerned with a multinomial generalization of the Mittag-Leffler function, which is related to relaxation equations with multiple time-derivatives. The last two chapters consider equations describing phenomena intermediate between diffusion and wave propagation. In Chapter 7, [13, 18], an open problem concerning positivity of the fundamental solution for distributed-order time-fractional diffusion-wave equations is discussed and partly answered. Positivity of the fundamental solution is necessary for physical acceptability of the model, as well as for the proof of subordination principle. Chapter 8, [13, 19, 25], is concerned with equations governing wave propagation in viscoelastic media with completely monotone relaxation moduli. The particular case of fractional Jeffreys' fluid is studied in detail and the physical meaning of the subordination formula is discussed. The dissertation ends with concluding remarks.
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## Introduction

During the recent decades Fractional Calculus attracted the attention of many researchers [73]. Evolution equations with fractional derivatives are extensively used for modelling of materials and processes with memory. In the attempt to find more adequate models, linear equations involving discrete or continuous distribution of fractional derivatives, or more general integro-differential operators of convolutional type, are introduced [62, 97, 99]. This raises the need of methods for study and proper classification of the variety of generalized fractional evolution equations. One useful tool to achieve this goal is the so-called principle of subordination.

The original subordination principle for stochastic processes in connection with diffusion equations and semigroups was introduced by S. Bochner in 1949 [28]. A detailed study of stochastic processes, their transition semigroups, generators, and subordination results can be found in [29], Chapters 4.3 and 4.4.

Bernstein functions play an essential role in the definition of Bochner subordination. A function $\phi:(0, \infty) \rightarrow \mathbb{R}$ is a Bernstein function if $\phi$ is of class $C^{\infty}, \phi(s) \geq 0$ for all $s>0$ and

$$
(-1)^{n-1} \phi^{(n)}(s) \geq 0 \text { for all } n \in \mathbb{N} \text { and } s>0
$$

If $\phi$ is a Bernstein function then it admits a continuous extension to the halfplane $\Re s \geq 0$, which is holomorphic for $\Re s>0$, and satisfies $\Re \phi(s)>0$ for all $\Re s>0$. A basic example of a Bernstein function is $\phi(s)=s^{\alpha}, 0 \leq \alpha \leq 1$.

Consider a family of functions $\left\{p_{t}(\tau)\right\}$ indexed by $t \geq 0$ and defined on $\tau \geq 0$, and such that for each fixed $t>0, p_{t}(\tau)$ is a probability density function on $\tau \geq 0$, that is,

$$
\begin{equation*}
p_{t}(\tau) \geq 0 \quad \text { and } \quad \int_{0}^{\infty} p_{t}(\tau) d \tau=1 \tag{0.1}
\end{equation*}
$$

For fixed $t>0$ the Laplace transform of $p_{t}(\tau)$ is defined by

$$
\mathcal{L}\left\{p_{t}\right\}(s)=\int_{0}^{\infty} e^{-s \tau} p_{t}(\tau) d \tau, \quad \Re s>0
$$

A Bochner subordinator is a family $\left\{p_{t}\right\}_{t>0}$ as defined above, such that

$$
\mathcal{L}\left\{p_{t}\right\}(s)=e^{-t \phi(s)}, \quad \Re s>0,
$$

where $\phi$ is a Bernstein function.
A subordinator example which yields a closed form expression is the following

$$
p_{t}(\tau)=\frac{t e^{-t^{2} / 4 \tau}}{2 \sqrt{\pi} \tau^{3 / 2}}, \quad \mathcal{L}\left\{p_{t}\right\}(s)=e^{-t \sqrt{s}}
$$

It is the special case $\alpha=1 / 2$ of the important Lévy subordinator family of index $\alpha$ with corresponding Bernstein function $\phi(s)=s^{\alpha}$, where $0<\alpha \leq 1$.

Let $A$ be a closed linear operator densely defined on a Banach space $X$, which generates a $C_{0}$-semigroup $S_{1}(t)$. Then the first order abstract Cauchy problem

$$
\begin{equation*}
u^{\prime}(t)=A u(t), \quad t>0 ; \quad u(0)=v \in X, \tag{0.2}
\end{equation*}
$$

is well posed and the solution $u(t)$ is given by $u(t)=S_{1}(t) v$. Let $\left\{p_{t}\right\}_{t>0}$ be a Bochner subordinator with corresponding Bernstein function $\phi$. Then the Bochner integral

$$
S_{1}^{\phi}(t) v=\int_{0}^{\infty} p_{t}(\tau) S_{1}(\tau) v d \tau, \quad v \in X, \quad t>0
$$

defines again a $C_{0}$-semigroup on $X$. The semigroup $S_{1}^{\phi}(t)$ is called subordinate (in the sense of Bochner) to the semigroup $S_{1}(t)$ with respect to the Bernstein function $\phi$. The semigroup $S_{1}^{\phi}(t)$ is generated by the operator $-\phi(-A)$ [88]. In particular, if $\phi(s)=s^{\alpha}$, then $S_{1}^{\phi}(t)$ is an analytic semigroup generated by the operator $-(-A)^{\alpha}$, where the fractional power is understood in the sense of Balakrishnan [8] (for more details see [108], Chapter 9). In this way, the subordination principle in the sense of Bochner gives the possibility to construct from $S_{1}(t)$ new semigroups, which define the solutions of the Cauchy problem ( 0.2 ) when the operator $A$ is replaced by a new operator $-\phi(-A)$. For details on subordination and Bochner's functional calculus we refer to [101], Chapter 13.

Another type of subordination formulae establishes a relation between the solutions of two Cauchy problems with the same operator $A$, but different operators acting with respect to the time variable $t$. For instance, there is always a simple way to go from the second order Cauchy problem to the first order one. Assume the operator $A$ generates a strongly continuous cosine family
$S_{2}(t), t>0$, on a Banach space $X$ (see e.g. [2], Section 3.14). This is equivalent to well-posedness of the second order Cauchy problem

$$
\begin{equation*}
u^{\prime \prime}(t)=A u(t), \quad t>0 ; \quad u(0)=v \in X, u^{\prime}(0)=0 \tag{0.3}
\end{equation*}
$$

which solution is given by $u(t)=S_{2}(t) v$ for $t>0$. If $A$ generates a cosine family $S_{2}(t)$ then $A$ generates a holomorphic $C_{0}$-semigroup $S_{1}(t)$ of angle $\pi / 2$, which is related to the cosine family $S_{2}(t)$ by the abstract Weierstrass formula ([2], Theorem 3.14.17)

$$
\begin{equation*}
S_{1}(t)=\frac{1}{\sqrt{\pi t}} \int_{0}^{\infty} e^{-\tau^{2} /(4 t)} S_{2}(\tau) d \tau, \quad t>0 \tag{0.4}
\end{equation*}
$$

This formula allows one to compute the solution of the first order Cauchy problem (0.2) from the solution of the second order one (0.3) and shows that the subordinate solution possesses better regularity. The subordination relation (0.4) was generalized in [9] to the case of fractional evolution equations.

Denote by ${ }^{C} D_{t}^{\alpha}$ the Caputo fractional derivative of order $\alpha>0$

$$
{ }^{C} D_{t}^{\alpha} u(t)=\frac{1}{\Gamma(m-\alpha)} \int_{0}^{t}(t-\tau)^{m-\alpha-1} u^{(m)}(\tau) d \tau
$$

where $m$ is a positive integer, such that $m-1<\alpha \leq m$. Consider the abstract Cauchy problem for the fractional evolution equation with a general linear closed operator $A$ densely defined on a Banach space $X$

$$
\begin{equation*}
{ }^{C} D_{t}^{\alpha} u(t)=A u(t), \quad t>0, \quad 0<\alpha \leq 2, \tag{0.5}
\end{equation*}
$$

supplemented with the initial conditions $u(0)=v \in X$ for $0<\alpha \leq 1$ and $u(0)=v \in X, u^{\prime}(0)=0$ for $1<\alpha \leq 2$. Denote by $S_{\alpha}(t)$ the solution operator corresponding to problem (0.5), i.e. the solution of $(0.5)$ is given by $u(t)=S_{\alpha}(t) v$. For $\alpha=1$ and $\alpha=2$ the corresponding solution operators are respectively the $C_{0}$-semigroup of operators $S_{1}(t)$ and the strongly continuous cosine family $S_{2}(t)$, generated by the operator $A$.

The subordination principle for the abstract Cauchy problem (0.5) states that if problem (0.5) is well posed for some $\alpha^{*} \in(0,2]$ then it is well posed for all $\alpha \in\left(0, \alpha^{*}\right)$ and the corresponding solution operators $S_{\alpha}$ and $S_{\alpha^{*}}$ are related via the subordination identity

$$
\begin{equation*}
S_{\alpha}(t)=\int_{0}^{\infty} \varphi_{\alpha / \alpha^{*}}(t, \tau) S_{\alpha^{*}}(\tau) d \tau, \quad t>0 \tag{0.6}
\end{equation*}
$$

where $\varphi_{\gamma}(t, \tau)=t^{-\gamma} M_{\gamma}\left(\tau t^{-\gamma}\right)$ with $M_{\gamma}(\cdot)$ being a function of Wright type defined by the series

$$
\begin{equation*}
M_{\gamma}(z)=\sum_{n=0}^{\infty} \frac{(-z)^{n}}{n!\Gamma(-\gamma n+1-\gamma)}, \quad 0<\gamma<1, \quad z \in \mathbb{C} . \tag{0.7}
\end{equation*}
$$

For any fixed $t>0$ the subordination kernel $\varphi_{\gamma}(t, \tau)$ is a probability density function on $\tau \geq 0$, i.e.

$$
\varphi_{\gamma}(t, \tau) \geq 0, \quad \int_{0}^{\infty} \varphi_{\gamma}(t, \tau) d \tau=1, \quad t, \tau>0
$$

If $S_{\alpha^{*}}$ is a bounded solution operator, then $S_{\alpha}$ is a bounded analytic solution operator in some sector of the complex plane.

Therefore, the main idea of the subordination principle for problem (0.5) is that one and the same operator $A$ guarantees better properties of the solution when $\alpha$ is smaller and that the set of operators $A$, for which ( 0.5 ) is well posed, shrinks when $\alpha$ increases. In particular, if there exists an exponentially bounded solution operator for $\alpha>2$, then $A$ is necessarily a bounded operator [9]. For this reason we consider only $\alpha \in(0,2]$.

Subordination principle for fractional evolution equations has found various applications, e.g. in the study of inverse problems [84], for asymptotic analysis of diffusion wave equations [63], for the study of stochastic solutions [80], semilinear equations of fractional order [57], systems of fractional order equations [54]. Based on the subordination principles for space- and time-fractional diffusion equations and the dominated convergence theorem, exact asymptotic expressions for the fundamental solution of the multi-dimensional space-time fractional diffusion equation are established recently in [34]. Stochastic interpretation of the subordination principle for fractional evolution equations is discussed in [48, 77, 80, 97]. Other useful applications can be found in [110].

It is worth noting that the subordination relation (0.6), considered as an integral transform

$$
\mathcal{S} f(t)=\int_{0}^{\infty} \varphi_{\gamma}(t, \tau) f(\tau) d \tau, \quad t>0
$$

appears to be a particular case of an integral transform introduced by Stanković in [104]. For a recent study on related classes of integral transforms we refer to [94]. Moreover, the subordination relations for time-fractional evolution
equations can be placed in the general context of parameter-shift formulas and integral transforms composition method as in [40].

Subordination principle for abstract Volterra evolution equations

$$
\begin{equation*}
u(t)=v+\int_{0}^{t} k(t-\tau) A u(\tau) d \tau+f(t), \quad t>0, \quad v \in X \tag{0.8}
\end{equation*}
$$

is studied in [93], Chapter 4, by employing the notion of completely positive kernels.

In general, a subordination principle consists of the following: Given two Cauchy problems, $(P)$ and $\left(P_{*}\right)$, problem $(P)$ is called subordinated to problem $\left(P_{*}\right)$ if and only if well-posedness of problem $\left(P_{*}\right)$ implies well-posedness of problem $(P)$ and the solution operator $S(t)$ of problem $(P)$ admits the integral representation

$$
S(t)=\int_{0}^{\infty} \varphi(t, \tau) S_{*}(\tau) d \tau, \quad t>0
$$

where $S_{*}(t)$ is the solution operator of problem $\left(P_{*}\right)$ and $\varphi(t, \tau)$ is a probability density function (PDF) in $\tau \geq 0$ when $t>0$ is considered as a parameter, that is

$$
\begin{equation*}
\varphi(t, \tau) \geq 0, \quad \int_{0}^{\infty} \varphi(t, \tau) d \tau=1 \tag{0.9}
\end{equation*}
$$

An important particular case of (0.5) is the time-fractional diffusion equation, where $0<\alpha<1$ and $A$ is some realization of the Laplace operator. It was derived via the framework of a continuous time random walk under the assumption that the mean waiting time has a power-law decaying tail proportional to $t^{\alpha}, \alpha \in(0,1)$. The solution of this equation accurately describes the power-law decaying behavior in a large number of anomalous diffusion processes. To improve the modeling accuracy, evolution equations with multiple time-derivatives or time-derivatives of distributed order are proposed, which permit to describe also processes whose scaling law changes with time [97, 98]. Generalized diffusion equations with different memory kernels are popular mathematical tools for description of a variety of non-Fickian diffusion processes. The relation between generalized diffusion equations and subordination schemes is recently discussed in [33]. On the other hand, generalized diffusion-wave equations emerge in the modeling of wave propagation in viscoelastic media [75, 109]. As a result, various linear generalizations of the single-order diffusion-wave equation (0.5), which involve fractional time derivatives in their formulation, have been proposed in the literature.

The useful applications of the subordination principle for fractional evolution equations (0.5), mentioned above, give the author the motivation to study the subordination principle for different types of generalized linear fractional evolution equations. In the present dissertation we develop a methodology for establishing subordination relations, which are helpful for the classification and understanding of a variety of mathematical models, which use fractional derivatives in their formulation. Several equations of this type are analyzed with the subordination principle as the unifying theme. The considered equations can be divided in three classes:
(I) space-time fractional evolution equations;
(II) evolution equations, subordinated to the first-order equation (0.2);
(III) evolution equations, subordinated to the second-order equation (0.3), which do not belong to the class (II).

Class (I) consists of fractional evolution equations ( 0.5 ) with $\alpha \in(0,1)$, in which the operator $A$ is replaced by the operator $-(-A)^{\beta}$, where $\beta \in(0,1)$, i.e. they are fractional equations simultaneously in space and in time. When the operator $A$ is the second-order space-derivative, or a multidimensional Laplace operator, or a more general elliptic operator, then the classical first-order problem (0.2) is a mathematical model of diffusion and the classical second-order problem $(0.3)$ is a mathematical model of wave propagation. Therefore, for convenience, in this dissertation we use the notions generalized subdiffusion equations and generalized diffusion-wave equations for the equations of groups (II) and (III), respectively.

For a unified approach, the considered equations are represented in the form of Volterra integral equation (0.8). As in the case of the original Bochner subordination, the proofs are based on the theory of Bernstein functions [101] and Laplace transform. Various applications of the derived subordination relations are presented: integral representations for the solutions of the considered problems, closed-form solutions in particular cases, analysis of regularity, asymptotic behaviour, monotonicity; visualization of the solution behaviour; estimates for the solutions of the scalar equations, which are useful when boundary-value problems are studied applying eigenfunction expansion technique.

## Chapter 1

## Fractional calculus operators and special functions

This chapter contains preliminaries used throughout the whole dissertation. The operators of fractional integration and differentiation of Riemann-Liouville and Caputo type are introduced, as well as some special functions intimately related to fractional calculus: Mittag-Leffler function and its Prabhakar generalization, Mainardi function and the Lévy extremal stable density.

### 1.1 Some notations and definitions

The sets of positive integers, real, and complex numbers are denoted by $\mathbb{N}$, $\mathbb{R}, \mathbb{C}$, respectively, and $\mathbb{N}_{0}=\mathbb{N} \cup\{0\}, \mathbb{R}_{+}=(0, \infty), \mathbb{C}_{+}=\{z \in \mathbb{C}, \Re z>0\}$.

By $\Sigma(\theta)$ we denote the open sector in $\mathbb{C}$

$$
\Sigma(\theta)=\{z \in \mathbb{C} \backslash\{0\} ;|\arg z|<\theta\}, \quad \theta \in(0, \pi)
$$

For the multivalued complex functions, considered in this dissertation, such as $\log z$ or $z^{\alpha}=\exp (\alpha \log z)$, we take the principal branch.

Let $X$ be a Banach space with norm $\|$.$\| . Assume -\infty \leq a<b \leq+\infty$ and $1 \leq p<\infty$. Then $L^{p}((a, b) ; X)$ denotes the space of all (equivalent classes of) Bochner-measurable functions $f:(a, b) \rightarrow X$, such that $\|f(t)\|^{p}$ is integrable for $t \in(a, b)$. It is a Banach space with norm

$$
\|f\|_{L^{p}((a, b) ; X)}=\left(\int_{a}^{b}\|f(\tau)\|^{p} d \tau\right)^{1 / p}
$$

Let $m \in \mathbb{N}$. We denote by $C([a, b] ; X)$ and $C^{m}([a, b] ; X)$ the spaces of functions $f:[a, b] \rightarrow X$, which are continuous, resp. $m$-times continuously differentiable, endowed respectively with the norms

$$
\|f\|_{C}=\sup _{t \in[a, b]}\|f\|, \quad\|f\|_{C^{m}}=\sup _{t \in[a, b]} \sum_{k=0}^{m}\left\|f^{(k)}(t)\right\| .
$$

Let $I=(0, T), I=\mathbb{R}_{+}$, or $I=\mathbb{R}, m \in \mathbb{N}, 1 \leq p<\infty$. The Sobolev spaces can be defined in the following way
$W^{m, p}(I ; X)=\left\{f \mid \exists \varphi \in L^{p}(I ; X): f(t)=\sum_{k=0}^{m-1} c_{k} \frac{t^{k}}{k!}+\frac{t^{m-1}}{(m-1)!} * g(t), t \in I\right\}$,
where $*$ is the Laplace convolution

$$
\left(f_{1} * f_{2}\right)(t)=\int_{0}^{t} f_{1}(t-\tau) f_{2}(\tau) d \tau
$$

Note that in the defining representation of functions $f \in W^{m, p}(I ; X)$ it holds $c_{k}=f^{(k)}(0)$ and $g(t)=f^{(m)}(t)$. Denote

$$
W_{0}^{m, p}(I ; X)=\left\{f \in W^{m, p}(I ; X) \mid f^{(k)}(0)=0, k=0,1, \ldots, m-1\right\} .
$$

If $X$ is the scalar field $\mathbb{R}$ or $\mathbb{C}$, then the image space in the notations of the function spaces defined above will be dropped.

### 1.2 Laplace transform

Denote by $L_{l o c}^{1}\left(\mathbb{R}_{+} ; X\right)$ the space of functions $f: \mathbb{R}_{+} \rightarrow X$, integrable in the sense of Bochner on any interval $[0, \tau], \tau>0$.

The Laplace transform of a function $f \in L_{l o c}^{1}\left(\mathbb{R}_{+} ; X\right)$ is defined by

$$
\mathcal{L}\{f(t)\}(s)=\widehat{f}(s)=\int_{0}^{\infty} e^{-s t} f(t) d t, \quad \Re s>0
$$

if the integral is absolutely convergent for $\Re s>0$.

A real-valued infinitely differentiable on $\mathbb{R}_{+}$function $f(t)$ is said to be a completely monotone function $(\mathcal{C M F})$ if

$$
\begin{equation*}
(-1)^{n} f^{(n)}(t) \geq 0, \quad t>0, \quad n \in \mathbb{N}_{0} \tag{1.1}
\end{equation*}
$$

The characterization of the class $\mathcal{C M F}$ is given by the Bernstein's theorem which states that a function is completely monotone if and only if it can be represented as the Laplace transform of a non-negative measure (non-negative function or generalized function).

Next the Post-Widder inversion formula for the Laplace transform is formulated in the general case of $X$ valued functions (see e.g. [2]):

Theorem 1.1. Let $f(t), t \geq 0$, be a $X$ valued continuous function, such that $f(t)=O\left(e^{\gamma t}\right)$ as $t \rightarrow \infty$ for some real $\gamma$. Then

$$
\begin{equation*}
f(t)=\lim _{n \rightarrow \infty} \frac{(-1)^{n}}{n!}\left(\frac{n}{t}\right)^{n+1}\left(\frac{d^{n} \widehat{f}}{d s^{n}}\right)\left(\frac{n}{t}\right) \tag{1.2}
\end{equation*}
$$

uniformly on compact subsets of $\mathbb{R}_{+}$.
The asymptotic behaviour of a function $f(t)$ as $t \rightarrow \infty$ can be determined by looking at the behaviour of its Laplace transform $\widehat{f}(s)$ as $s \rightarrow 0$. The following version of the Karamata-Feller Tauberian theorem establishes such a correspondence, see [38], Chapter XIII.

Denote by $\omega_{\alpha}(t)$ the function

$$
\begin{equation*}
\omega_{\alpha}(t)=\frac{t^{\alpha-1}}{\Gamma(\alpha)}, \quad \alpha>0, \quad t>0 \tag{1.3}
\end{equation*}
$$

The Laplace transform of this function satisfies the identity

$$
\begin{equation*}
\mathcal{L}\left\{\omega_{\alpha}(t)\right\}(s)=\frac{1}{\Gamma(\alpha)} \int_{0}^{\infty} e^{-s t} t^{\alpha-1} d t=s^{-\alpha}, \quad \alpha>0, \quad \Re s>0 \tag{1.4}
\end{equation*}
$$

Theorem 1.2. [38] Let $L: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$be a function that is slowly varying at $\infty$, that is, for every fixed $x>0$ we have $L(t x) / L(t) \rightarrow 1$ as $t \rightarrow \infty$. Let $\alpha>0$ and $f: \mathbb{R}_{+} \rightarrow \mathbb{R}$ be a nonnegative function, which Laplace transform $\widehat{f}(s)$ exists for all $s \in \mathbb{C}_{+}$. Then

$$
\widehat{f}(s) \sim \frac{1}{s^{\alpha}} L\left(\frac{1}{s}\right) \quad \text { as } s \rightarrow 0
$$

if and only if

$$
f(t) \sim \omega_{\alpha}(t) L(t) \text { as } t \rightarrow \infty .
$$

Here the function $\omega_{\alpha}(t)$ is defined in (1.3) and the approaches are on the positive real axis.

Here and in what follows the notation $f(t) \sim g(t)$ as $t \rightarrow t_{*}$ means that $\lim _{t \rightarrow t_{*}} f(t) / g(t)=1$.

The following characterization of functions which are holomorphic and bounded in a sector of the complex plane is useful, see [93], Theorem 0.1.
Theorem 1.3. [93] Let $F$ be a function defined on $(0, \infty)$ and $\theta_{0} \in(0, \pi / 2]$. Then the assertions (i) and (ii) are equivalent:
(i) $F(s)$ admits holomorphic extension to the sector $|\arg s|<\pi / 2+\theta_{0}$ and $s F(s)$ is bounded on each sector $|\arg s| \leq \pi / 2+\theta, \theta<\theta_{0}$;
(ii) there is a function $f(t)$ holomorphic for $|\arg t|<\theta_{0}$ and bounded on each sector $|\arg t| \leq \theta<\theta_{0}$, such that $F(s)=\widehat{f}(s)$ for each $s>0$.

### 1.3 Fractional integration and differentiation

The Euler gamma function $\Gamma(z)$ is defined by the identity

$$
\Gamma(z)=\int_{z}^{\infty} \xi^{a-1} e^{-\xi} d \xi, \quad \Re z>0 .
$$

For this function the reduction formula $\Gamma(z+1)=z \Gamma(z)$ holds. In particular, $\Gamma(n)=(n-1)$ ! for $n \in \mathbb{N}$. The formula for the $n$-fold iterated integral $(n \in \mathbb{N}$, $t>0$ ) reads

$$
J_{t}^{n} f(t)=\int_{0}^{t} d \tau_{1} \int_{0}^{\tau_{1}} d \tau_{2} \cdots \int_{0}^{\tau_{n-1}} f\left(\tau_{n}\right) d \tau_{n}=\frac{1}{(n-1)!} \int_{0}^{t}(t-\tau)^{n-1} f(\tau) d \tau
$$

Let $I=(0, T)$ for some $T>0$ and let $X$ be a Banach space. The RiemannLiouville fractional integral of order $\alpha \in \mathbb{R}_{+}$is defined as a generalization of the above formula for the $n$-fold iterated integral as follows

$$
J_{t}^{\alpha} f(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-\tau)^{\alpha-1} f(\tau) d \tau=\left(\omega_{\alpha} * f\right)(t), \quad \alpha>0, \quad t>0
$$

for $f \in L^{1}(I ; X)$. Let us set $J_{t}^{0} f(t)=f(t)$. The fractional order integral operators obey the semigroup property

$$
\begin{equation*}
J_{t}^{\alpha} J_{t}^{\beta}=J_{t}^{\alpha+\beta}, \quad \alpha \geq 0, \beta \geq 0 \tag{1.5}
\end{equation*}
$$

Let $\alpha>0$ and $0 \leq m-1<\alpha \leq m, m \in \mathbb{N}$, and use the notation $D_{t}^{m}=\frac{\mathrm{d}^{m}}{\mathrm{~d} t^{m}}$. The fractional Riemann-Liouville derivative $D_{t}^{\alpha}$ of order $\alpha>0$ is defined for functions $f \in L^{1}(I ; X)$, such that $J_{t}^{m-\alpha} f \in W^{m, 1}(I ; X)$ as follows

$$
D_{t}^{\alpha} f(t)=D_{t}^{m} J_{t}^{m-\alpha} f(t)=D_{t}^{m}\left(\omega_{m-\alpha} * f\right)(t)
$$

The fractional Caputo derivative ${ }^{C} D_{t}^{\alpha}$ of order $\alpha>0$ is defined in the same class of functions by the relation

$$
\begin{equation*}
{ }^{C} D_{t}^{\alpha} f(t)=D_{t}^{\alpha}\left(f(t)-\sum_{k=0}^{m-1} f^{(k)}(0) \omega_{k+1}(t)\right) . \tag{1.6}
\end{equation*}
$$

For functions $f \in W^{m, 1}$ the fractional Caputo derivative admits the alternative representation

$$
\begin{equation*}
{ }^{C} D_{t}^{\alpha} f(t)=J_{t}^{m-\alpha} D_{t}^{m} f(t)=\left(\omega_{m-\alpha} * D_{t}^{m} f\right)(t) \tag{1.7}
\end{equation*}
$$

Note that the subscript $t$ in the notations of the fractional integration and differentiation operators defined above emphasizes that the operators act with respect to the time variable.

The following basic identities are satisfied

$$
\begin{align*}
{ }^{C} D_{t}^{\alpha} J_{t}^{\alpha} & =D_{t}^{\alpha} J_{t}^{\alpha}=I  \tag{1.8}\\
J_{t}^{\alpha} D_{t}^{\alpha} f(t) & =f(t)-\sum_{k=0}^{m-1}\left(\omega_{m-\alpha} * f\right)^{(k)}(0) \omega_{\alpha+k+1-m}(t),  \tag{1.9}\\
J_{t}^{\alpha} C_{t}^{\alpha} f(t) & =f(t)-\sum_{k=0}^{m-1} f^{(k)}(0) \omega_{k+1}(t) . \tag{1.10}
\end{align*}
$$

Some simple but relevant results valid for $\alpha, \beta, t>0$ are

$$
J_{t}^{\alpha} \omega_{\beta}(t)=\omega_{\alpha+\beta}(t) ; \quad D_{t}^{\alpha} \omega_{\beta}(t)=\omega_{\beta-\alpha}(t), \beta>\alpha
$$

In particular, $D_{t}^{\alpha} 1=\omega_{1-\alpha}(t)$ for $0<\alpha<1$, while ${ }^{C} D_{t}^{\alpha} 1=0$ for any $\alpha>0$.
The Laplace transform of fractional order operators obeys the identities

$$
\begin{align*}
\mathcal{L}\left\{J_{t}^{\alpha} f\right\}(s) & =s^{-\alpha} \mathcal{L}\{f\}(s),  \tag{1.11}\\
\mathcal{L}\left\{D_{t}^{\alpha} f\right\}(s) & =s^{\alpha} \mathcal{L}\{f\}(s)-\sum_{k=0}^{m-1}\left(\omega_{m-\alpha} * f\right)^{(k)}(0) s^{m-1-k},  \tag{1.12}\\
\mathcal{L}\left\{{ }^{C} D_{t}^{\alpha} f\right\}(s) & =s^{\alpha} \mathcal{L}\{f\}(s)-\sum_{k=0}^{m-1} f^{(k)}(0) s^{\alpha-1-k} \tag{1.13}
\end{align*}
$$

In their derivation the Laplace transform pair (1.4) is used.
Let $0<\alpha<1$. Then identity (1.6) reads

$$
\begin{equation*}
{ }^{C} D_{t}^{\alpha} f(t)=D_{t}^{\alpha}(f(t)-f(0))=D_{t}^{\alpha} f(t)-f(0) \omega_{1-\alpha}(t) . \tag{1.14}
\end{equation*}
$$

Moreover, (1.9) and (1.10) imply

$$
\begin{align*}
J_{t}^{\alpha} D_{t}^{\alpha} f(t) & =f(t)-\left(\omega_{1-\alpha} * f\right)(0),  \tag{1.15}\\
J_{t}^{\alpha C} D_{t}^{\alpha} f(t) & =f(t)-f(0), \tag{1.16}
\end{align*}
$$

and (1.12) and (1.13) read

$$
\begin{align*}
\mathcal{L}\left\{D_{t}^{\alpha} f\right\}(s) & =s^{\alpha} \mathcal{L}\{f\}(s)-\left(\omega_{1-\alpha} * f\right)(0),  \tag{1.17}\\
\mathcal{L}\left\{{ }^{C} D_{t}^{\alpha} f\right\}(s) & =s^{\alpha} \mathcal{L}\{f\}(s)-f(0) s^{\alpha-1} \tag{1.18}
\end{align*}
$$

Let us note that if $f \in C([0, T])$ then $\left(\omega_{1-\alpha} * f\right)(0)=0$ and the Laplace transform pair for the Riemann-Liouville derivative reduces to:

$$
\begin{equation*}
\mathcal{L}\left\{D_{t}^{\alpha} f\right\}(s)=s^{\alpha} \mathcal{L}\{f(t)\}(s) \tag{1.19}
\end{equation*}
$$

For more details on fractional calculus operators we refer to [47, 58, 75, 89].

### 1.4 Mittag-Leffler functions

The classical Mittag-Leffler function

$$
E_{\alpha}(z)=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(\alpha k+1)}, \quad \alpha>0, z \in \mathbb{C}
$$

is an entire function, introduced and studied by Gösta M. Mittag-Leffler at the beginning of 20 -th century. The Mittag-Leffler function provides a simple generalization of the exponential function, $E_{1}(z)=e^{z}$. Other notable particular cases are

$$
E_{2}\left(-z^{2}\right)=\cos z, \quad E_{2}\left(z^{2}\right)=\cosh z, \quad E_{1 / 2}\left( \pm z^{1 / 2}\right)=e^{z} \operatorname{erfc}\left(\mp z^{1 / 2}\right)
$$

where $\operatorname{erfc}(\cdot)$ denotes the complementary error function

$$
\operatorname{erfc}(z)=1-\operatorname{erf}(z), \operatorname{erf}(z)=\frac{2}{\sqrt{\pi}} \int_{0}^{z} e^{-\xi^{2}} d \xi, \quad z \in \mathbb{C},
$$

The function $u(t)=E_{\alpha}\left(-\lambda t^{\alpha}\right)$ is the solution of the ordinary fractional differential equation

$$
\begin{equation*}
{ }^{C} D_{t}^{\alpha} u(t)=-\lambda u(t), \quad \lambda>0, t>0, \tag{1.20}
\end{equation*}
$$

with initial conditions $u(0)=1, u^{(k)}(0)=0, k=1, \ldots, m-1$, where $m-1<\alpha \leq m$. Equation (1.20) is referred to as fractional relaxation equation for $\alpha \in(0,1)$ and fractional relaxation-oscillation equation for $\alpha \in(1,2)$. In comparison to ordinary relaxation $(\alpha=1)$, fractional relaxation exhibits a slower decay for large times (algebraic decay in comparison to exponential decay). Compared to the ordinary oscillation $(\alpha=2)$, the solution of the fractional relaxation-oscillation equation does not exhibit permanent oscillations, but an asymptotic algbraic decay. There are some attenuated oscillations, whose number increases with $\alpha$. Therefore, we bserve features intermediate between relaxation and oscillation. For illustration of this behavior see Figure 1.1.


Figure 1.1: Function $E_{\alpha}\left(-t^{\alpha}\right):(\mathbf{a}) 0<\alpha \leq 1$; (b) $1<\alpha \leq 2$.

### 1.4.1 Mittag-Leffler function with two parameters

The two-parameter Mittag-Leffler function is an entire function defined by the series representation

$$
\begin{equation*}
E_{\alpha, \beta}(z)=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(\alpha k+\beta)}, \quad \alpha>0, \beta \in \mathbb{R}, z \in \mathbb{C} \tag{1.21}
\end{equation*}
$$

It is a generalization of the one parameter Mittag-Leffler function

$$
E_{\alpha}(z)=E_{\alpha, 1}(z)
$$

and

$$
E_{1,2}(z)=\frac{e^{z}-1}{z}, \quad E_{2,2}\left(-z^{2}\right)=\frac{\sin z}{z}, \quad E_{2,2}\left(z^{2}\right)=\frac{\sinh z}{z} .
$$

For $0<\alpha<2$ and $\beta>0$ the following asymptotic expansions hold as $|z| \rightarrow \infty$

$$
E_{\alpha, \beta}(z)=\left\{\begin{array}{l}
\frac{1}{\alpha} z^{(1-\beta) / \alpha} \exp \left(z^{1 / \alpha}\right)+\varepsilon_{\alpha, \beta}(z), \quad|\arg z| \leq \mu,  \tag{1.22}\\
\varepsilon_{\alpha, \beta}(z), \quad \mu \leq|\arg z| \leq \pi,
\end{array}\right.
$$

where $\mu$ is such that $\alpha \pi / 2<\mu<\min \{\pi, \alpha \pi\}$ and

$$
\varepsilon_{\alpha, \beta}(z)=-\sum_{k=1}^{N-1} \frac{z^{-k}}{\Gamma(\beta-\alpha k)}+O\left(|z|^{-N}\right), \quad|z| \rightarrow \infty
$$

The asymptotic expansion (1.22) implies the estimate ([89], Theorem 1.6)

$$
\begin{equation*}
\left|E_{\alpha, \beta}(z)\right| \leq \frac{C}{1+|z|}, \quad \mu \leq|\arg z| \leq \pi . \tag{1.23}
\end{equation*}
$$

Moreover, taking into account the identity $\Gamma(-n)^{-1}=0$ for $n \in \mathbb{N}_{0}$, we derive from (1.22) two useful asymptotic expressions for $|z| \rightarrow \infty$ and $|\arg z|<$ $(1-\alpha / 2) \pi$

$$
\begin{align*}
& E_{\alpha}(-z) \sim \frac{z^{-1}}{\Gamma(1-\alpha)}, \quad \alpha>0 \\
& E_{\alpha, \beta}(-z) \sim-\frac{z^{-2}}{\Gamma(\beta-2 \alpha)}, \quad \alpha>0, \beta-\alpha=0,-1,-2, \ldots \tag{1.24}
\end{align*}
$$

The relations

$$
\begin{equation*}
\frac{d}{d z} E_{\alpha}\left(-z^{\alpha}\right)=-z^{\alpha-1} E_{\alpha, \alpha}\left(-z^{\alpha}\right), \quad z \in \mathbb{C} \backslash(-\infty, 0] \tag{1.25}
\end{equation*}
$$

can be derived directly from the definition (1.21) of the Mittag-Leffler function.

The Mittag-Leffler function of real negative argument is completely monotone under some restrictions of the parameters. More precisely, it satisfies the property [83]:

$$
\begin{equation*}
E_{\alpha, \beta}(-t) \in \mathcal{C} \mathcal{M} \mathcal{F} \text { for } t>0 \quad \text { iff } \quad 0<\alpha \leq 1, \beta \geq \alpha \tag{1.26}
\end{equation*}
$$

The Laplace transform of the function of Mittag-Leffler type $t^{\beta-1} E_{\alpha, \beta}\left(-\lambda t^{\alpha}\right)$, $t>0$, is given by

$$
\begin{equation*}
\mathcal{L}\left\{t^{\beta-1} E_{\alpha, \beta}\left(-\lambda t^{\alpha}\right)\right\}(s)=\frac{s^{\alpha-\beta}}{s^{\alpha}+\lambda}, \quad t>0 \tag{1.27}
\end{equation*}
$$

It is relevant to point out the following representation of the functions of Mittag-Leffler type $t^{\beta-1} E_{\alpha, \beta}\left(-\lambda t^{\alpha}\right)$ (excluding the case $\alpha=\beta=1$ ) as Laplace transform [47]

$$
\begin{equation*}
t^{\beta-1} E_{\alpha, \beta}\left(-\lambda t^{\alpha}\right)=\int_{0}^{\infty} e^{-r t} P_{\alpha, \beta}(r ; \lambda) d r, \tag{1.28}
\end{equation*}
$$

where

$$
P_{\alpha, \beta}(r ; \lambda)=\frac{r^{\alpha} \sin \beta \pi+\lambda \sin (\beta-\alpha) \pi}{\pi\left(r^{2 \alpha}+2 \lambda r^{\alpha} \cos \alpha \pi+\lambda^{2}\right)} r^{\alpha-\beta} .
$$

This representation can be derived by inversion of (1.27). Let $\lambda>0$ and $0<\alpha \leq \beta \leq 1$. Then $P_{\alpha, \beta}(r ; \lambda) \geq 0$ and representation (1.28) implies the complete monotonicity of the function $t^{\beta-1} E_{\alpha, \beta}\left(-\lambda t^{\alpha}\right)$.

Consider the ordinary differential equation of fractional order $\alpha>0$

$$
\begin{equation*}
\left({ }^{C} D_{t}^{\alpha} u\right)(t)+\lambda u(t)=f(t), \quad t>0, \quad \lambda \in \mathbb{R}, \tag{1.29}
\end{equation*}
$$

with initial conditions $u(0)=a$ and $u^{(k)}(0)=0, k=1,2, \ldots, m-1$, where $0<m-1<\alpha \leq m$. The solution can be obtained by applying Laplace transform and is given by:

$$
\begin{equation*}
u(t)=a E_{\alpha}\left(-\lambda t^{\alpha}\right)+\int_{0}^{t} \tau^{\alpha-1} E_{\alpha, \alpha}\left(-\lambda \tau^{\alpha}\right) f(t-\tau) d \tau \tag{1.30}
\end{equation*}
$$

In the case $\alpha \in(0,1)$ (slow relaxation) the following estimates turn out to be useful: for any $\lambda$ satisfying $\lambda \geq \lambda_{0}>0$ and any $T>0$ there exists a constant $C>0$, depending on $\alpha, T, \lambda_{0}$, such that

$$
\begin{equation*}
0<C \leq \lambda \int_{0}^{T} t^{\alpha-1} E_{\alpha, \alpha}\left(-\lambda t^{\alpha}\right) d t<1 \tag{1.31}
\end{equation*}
$$

These bounds are useful in the study of direct and inverse problems for inhomogeneous time-fractional diffusion equations, based on eigenfunction expansion [96].

### 1.4.2 Prabhakar function

The Prabhakar function (or three parameter Mittag-Leffler function) is defined as follows [43, 91]

$$
\begin{equation*}
E_{\alpha, \beta}^{\delta}(z)=\sum_{k=0}^{\infty} \frac{(\delta)_{k}}{k!} \frac{z^{k}}{\Gamma(\alpha k+\beta)}, \quad z \in \mathbb{C}, \alpha \in \mathbb{R}_{+}, \beta, \delta \in \mathbb{R} \tag{1.32}
\end{equation*}
$$

where $(\delta)_{k}$ denotes the Pochhammer symbol

$$
(\delta)_{k}=\delta(\delta+1) \ldots(\delta+k-1), \quad k \in \mathbb{N}, \quad(\delta)_{0}=1
$$

It is a generalization of the classical Mittag-Leffler functions $E_{\alpha}(z)$ and $E_{\alpha, \beta}(z)$ :

$$
E_{\alpha}(z)=E_{\alpha, 1}^{1}(z), \quad E_{\alpha, \beta}(z)=E_{\alpha, \beta}^{1}(z)
$$

The asymptotic behavior of the three-parameter Mittag-Leffler function of real negative argument can be obtained from the expansion

$$
\begin{equation*}
E_{\alpha, \beta}^{\delta}(-t)=\sum_{j=0}^{\infty} \frac{t^{-\delta-j}}{\Gamma(\beta-\alpha(\delta+j))} \frac{(\delta)_{j}}{j!}, \quad t \rightarrow+\infty \tag{1.33}
\end{equation*}
$$

Recall also the Laplace transform pair

$$
\begin{equation*}
\mathcal{L}\left\{t^{\beta-1} E_{\alpha, \beta}^{\delta}\left(-\lambda t^{\alpha}\right)\right\}(s)=\frac{s^{\alpha \delta-\beta}}{\left(s^{\alpha}+\lambda\right)^{\delta}} . \tag{1.34}
\end{equation*}
$$

The following relations can be established by the use of identity (1.34)

$$
\begin{align*}
& J_{t}^{\gamma}\left(t^{\beta-1} E_{\alpha, \beta}^{\delta}\left(a t^{\alpha}\right)\right)=t^{\beta} E_{\alpha, \beta+\gamma}^{\delta}\left(a t^{\alpha}\right),  \tag{1.35}\\
& \left(t^{\beta-1} E_{\alpha, \beta}^{\delta}\left(a t^{\alpha}\right)\right) *\left(t^{\beta_{0}-1} E_{\alpha, \beta_{0}}^{\delta_{0}}\left(a t^{\alpha}\right)\right)=t^{\beta+\beta_{0}-1} E_{\alpha, \beta+\beta_{0}}^{\delta+\delta_{0}}\left(a t^{\alpha}\right) \tag{1.36}
\end{align*}
$$

The Prabhakar type function obeys the following complete monotonicity property:

$$
\begin{equation*}
\text { If } 0<\alpha \leq 1,0<\alpha \delta \leq \beta \leq 1, \text { then } t^{\beta-1} E_{\alpha, \beta}^{\delta}\left(-t^{\alpha}\right) \in \mathcal{C} \mathcal{M F} \tag{1.37}
\end{equation*}
$$

Further details on Fractional Calculus and Mittag-Leffler functions can be found in [58, 89, 45, 43, 86]. For generalizations and a survey of special functions related to Fractional Calculus we refer to [59, 60].

### 1.5 Functions of Wright type

The Wright function $W_{\lambda, \mu}(\cdot)$ was introduced and studied by E. Maitland Wright in a series of papers $[106,107]$. It is an entire function defined by the series expansion

$$
W_{\lambda, \mu}(z)=\sum_{n=0}^{\infty} \frac{z^{n}}{n!\Gamma(\lambda n+\mu)}, \quad \lambda>-1, \mu \in \mathbb{C}, z \in \mathbb{C} .
$$

In particular, the function with $\lambda=-\gamma, \mu=1-\gamma$, where $0<\gamma<1$, plays a crucial role in the study of fractional evolution equations and is sometimes referred to as M-Wright or Mainardi function. The Mainardi function is an entire function of Wright type defined as [75, 45]

$$
\begin{equation*}
M_{\gamma}(z)=\sum_{n=0}^{\infty} \frac{(-z)^{n}}{n!\Gamma(-\gamma n+1-\gamma)}=\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma} \sigma^{\gamma-1} \exp \left(\sigma-z \sigma^{\gamma}\right) d \sigma \tag{1.38}
\end{equation*}
$$

where $0<\gamma<1, z \in \mathbb{C}$, and $\Gamma$ is a contour which starts and ends at $-\infty$ and encircles the origin counterclockwise. The Mainardi function is related to the Mittag-Leffler function $E_{\gamma}(\cdot)$ through the Laplace transform identity

$$
\begin{equation*}
\mathcal{L}\left\{M_{\gamma}(\cdot)\right\}(s)=\int_{0}^{\infty} e^{-s r} M_{\gamma}(r) d r=E_{\gamma}(-s), \quad 0<\gamma<1 \tag{1.39}
\end{equation*}
$$

It is proven in the original paper [107] that the function $M_{\gamma}(z)$ admits the following asymptotic expansion in the sector $|\arg z|<\min \{(1-\gamma) 3 \pi / 2, \pi\}$

$$
\begin{equation*}
M_{\gamma}(z) \sim a(\gamma) z^{\frac{\gamma-1 / 2}{1-\gamma}} \exp \left(-b(\gamma) z^{\frac{1}{1-\gamma}}\right), \quad|z| \rightarrow \infty \tag{1.40}
\end{equation*}
$$

where $a(\gamma)$ and $b(\gamma)$ are positive constants depending only on $\gamma, a(\gamma)=$ $A b(\gamma)^{\gamma-1 / 2}, b(\gamma)=(1-\gamma) \gamma^{\gamma /(1-\gamma)}, A>0$.

Consider the function $L_{\gamma}(\cdot)$ defined by the Laplace transform pair

$$
\begin{equation*}
\mathcal{L}\left\{L_{\gamma}(\cdot)\right\}(s)=\int_{0}^{\infty} e^{-s r} L_{\gamma}(r) d r=\exp \left(-s^{\gamma}\right), \quad 0<\gamma<1 \tag{1.41}
\end{equation*}
$$

It is referred to as Lévy extremal stable density (Lévy one-sided stable distribution), see e.g. [38, 76, 82].

The function $L_{\gamma}(z)$ is related to $M_{\gamma}(z)$ via the identity (see e.g. [75, 90])

$$
\begin{equation*}
L_{\gamma}(z)=\gamma z^{-\gamma-1} M_{\gamma}\left(z^{-\gamma}\right), \quad 0<\gamma<1 \tag{1.42}
\end{equation*}
$$

for $z \in \mathbb{C}$ cut along the negative real axis. The Lévy extremal stable density admits the series representation

$$
\begin{equation*}
L_{\gamma}(z)=\frac{1}{\pi z} \sum_{n=1}^{\infty}(-1)^{n+1} \frac{\Gamma(\gamma n+1)}{n!} \frac{\sin (\gamma n \pi)}{z^{\gamma n}}, \quad 0<\gamma<1, \tag{1.43}
\end{equation*}
$$

which can be deduced from (1.38), (1.42), and the property of the Gamma function

$$
\begin{equation*}
\frac{\pi}{\sin (\gamma \pi)}=\Gamma(\gamma) \Gamma(1-\gamma) \tag{1.44}
\end{equation*}
$$

The first term of the series in (1.43) provides the following asymptotic expression of $L_{\gamma}(z)$ for large $|z|$ in the complex plane cut along the negative real axis

$$
\begin{equation*}
L_{\gamma}(z) \sim \frac{c(\gamma)}{z^{\gamma+1}}, \quad|z| \rightarrow \infty \tag{1.45}
\end{equation*}
$$

with $c(\gamma)=\gamma / \Gamma(1-\gamma)$, where the property of the Gamma function (1.44) is used.

Applying (1.42), the asymptotic behavior of $L_{\gamma}(z)$ for small $|z|$ can be derived from (1.40)

$$
\begin{equation*}
L_{\gamma}(z) \sim \gamma a(\gamma) z^{-\frac{2-\gamma}{2(1-\gamma)}} \exp \left(-b(\gamma) z^{-\frac{\gamma}{1-\gamma}}\right), \quad|z| \rightarrow 0 \tag{1.46}
\end{equation*}
$$

for $z$ belonging to the sector $|\arg z|<\min \{(1 / \gamma-1) 3 \pi / 2, \pi\}$. We notice that, by restricting $z$ to the real positive half-line $z=t \in(0, \infty)$ in (1.46), resp. (1.45), we recover the asymptotic formulae established in [82].

The functions $M_{\gamma}$ and $L_{\gamma}, 0<\gamma<1$, are unilateral probability density functions (PDF), that is

$$
\begin{equation*}
M_{\gamma}(r) \geq 0, \quad r \geq 0 ; \quad \int_{0}^{\infty} M_{\gamma}(r) d r=1, \tag{1.47}
\end{equation*}
$$

and

$$
\begin{equation*}
L_{\gamma}(r) \geq 0, \quad r \geq 0 ; \quad \int_{0}^{\infty} L_{\gamma}(r) d r=1 \tag{1.48}
\end{equation*}
$$

The properties can be deduced from the Laplace transform pairs (1.39) and (1.41). The non-negativity of $M_{\gamma}$ and $L_{\gamma}$ follows from the complete monotonicity of $E_{\gamma}(-s)$ and $\exp \left(-s^{\gamma}\right)$ for $s>0$ and $0<\gamma \leq 1$ by the use of Bernstein's theorem.

In the particular case $\gamma=1 / 2$ series (1.38) and (1.42) yield the representations

$$
\begin{equation*}
M_{1 / 2}(z)=\frac{1}{\sqrt{\pi}} \exp \left(-z^{2} / 2\right) \tag{1.49}
\end{equation*}
$$

and

$$
\begin{equation*}
L_{1 / 2}(z)=\frac{1}{2 \sqrt{\pi} z^{3 / 2}} \exp (-1 /(4 z)) \tag{1.50}
\end{equation*}
$$

For more details on the functions $M_{\gamma}$ and $L_{\gamma}$ we refer to [45, 75], see also [76], where these two functions appear in the context of the one-dimensional space-time fractional diffusion-wave equation.

## Chapter 2

## Introduction to subordination principle

Bernstein functions and related classes of functions play a prominent role in the theory of generalized fractional evolution equations and appear in applications quite naturally. First we list definitions and basic properties of these classes of functions. For a unified approach to the variety of evolution equations with fractional derivatives we use the framework of abstract Volterra equations, a short introduction to which is given next. The rest of the chapter is devoted to subordination principle for evolution equations with the main emphasis on two general theorems.

### 2.1 Bernstein functions

Four special classes of functions play an essential role in this dissertation: the classes of completely monotone functions ( $\mathcal{C M F}$ ), Bernstein functions $(\mathcal{B F})$, Stieltjes functions ( $\mathcal{S F}$ ), and complete Bernstein function ( $\mathcal{C B F}$ ). Their definitions and basic properties, which are used in the dissertation, are summarized next. We use the terminology of the monograph [101].

The class $\mathcal{C M F}$ of completely monotone functions consists of all real-valued infinitely differentiable on $\mathbb{R}_{+}$function $\phi(t)$, satisfying inequalities (1.1). Basic examples of completely monotone functions are $e^{-a t}$ for $a \geq 0, t^{\alpha-1}$ for $0 \leq \alpha \leq$ 1 , as well as some generalizations of these two functions in terms of MittagLeffler functions, see (1.26) and (1.37).

The class $\mathcal{B F}$ of Bernstein function consists of all non-negative functions $\phi(t)$ defined on $\mathbb{R}_{+}$, such that $\phi^{\prime}(t) \in \mathcal{C M F}$.

The class of Stieltjes functions $(\mathcal{S F})$ consists of all functions defined on $\mathbb{R}_{+}$ which have the representation (see [62])

$$
\begin{equation*}
\phi(s)=\frac{a}{s}+b+\int_{0}^{\infty} e^{-s \tau} \psi(\tau) d \tau, \quad s>0, \tag{2.1}
\end{equation*}
$$

where $a, b \geq 0, \psi \in \mathcal{C} \mathcal{M} \mathcal{F} \cap L_{l o c}^{1}\left(\mathbb{R}_{+}\right)$, and the Laplace transform of $\psi$ exists for any $s>0$.

A function $\phi$ defined on $\mathbb{R}_{+}$is said to be a complete Bernstein function $(\phi \in \mathcal{C B F})$ if and only if $\phi(s) / s \in \mathcal{S F}, s>0$.

Basic examples of Stieltjes and complete Bernstein functions are the following:

$$
\text { if } \alpha \in[0,1] \text { then } s^{-\alpha} \in \mathcal{S F}, s^{\alpha} \in \mathcal{C B F}
$$

This follows by plugging $\psi(t)=\omega_{\alpha}(t)$ in (2.1), and taking into account (1.4). Note that $\omega_{\alpha}(t)$, defined in (1.3), is completely monotone for $\alpha \in(0,1)$.

A selection of properties of the above classes of functions is given in the next proposition. The sign o denotes composition of functions from the corresponding classes. For the sake of brevity here and throughout the whole dissertation the abbreviation "iff" is used instead of "if and only if".

Proposition 2.1. Let $s>0$. The following properties are satisfied:
(P1) The class $\mathcal{C M F}$ is closed under pointwise addition, multiplication, and convergence.
(P2) The classes $\mathcal{B F}, \mathcal{C B F}$, and $\mathcal{S F}$ are closed under pointwise addition, multiplication with positive numbers, and convergence.
(P3) $\mathcal{S F} \subset \mathcal{C} \mathcal{M F}, \mathcal{C B F} \subset \mathcal{B F}$.
(P4) If $\phi \in \mathcal{B F}$ then $\phi(s) / s \in \mathcal{C} \mathcal{M F}$.
(P5) Let $\phi(s)>0$. Then $\phi \in \mathcal{B F}$ iff $\psi \circ \phi \in \mathcal{C} \mathcal{M} \mathcal{F}$ for every $\psi \in \mathcal{C M \mathcal { F }}$.
(P6) Let $\phi \in L_{\text {loc }}^{1}\left(\mathbb{R}_{+}\right)$. Then $\phi \in \mathcal{C} \mathcal{M F}$ iff $\widehat{\phi}(s) \in \mathcal{S F}$ and $\lim _{s \rightarrow+\infty} \widehat{\phi}(s)=0$.
(P7) $\phi \in \mathcal{S F}$ iff $s \phi(s) \in \mathcal{C B F}$.
(P8) Let $\phi \neq 0$. Then $\phi(s) \in \mathcal{C B F}$ iff $(\phi(s))^{-1} \in \mathcal{S F}$.
(P9) Let $\phi \neq 0$. Then $\phi(s) \in \mathcal{C B F}$ iff $s / \phi(s) \in \mathcal{C B F}$.
(P10) Let $\phi \neq 0$. Then $\phi(s) \in \mathcal{S F}$ iff $(s \phi(s))^{-1} \in \mathcal{S F}$.
(P11) $\mathcal{C B F} \circ \mathcal{C B F} \subset \mathcal{C B F}$.
$(\mathrm{P} 12) \mathcal{C B F} \circ \mathcal{S F} \subset \mathcal{S F}$.
(P13) Let $\phi, \psi \in \mathcal{C B F}$. Assume $\alpha_{1}, \alpha_{2} \in(0,1)$ are such that $\alpha_{1}+\alpha_{2} \leq 1$. Then

$$
\phi^{\alpha_{1}}(s) \cdot \psi^{\alpha_{2}}(s) \in \mathcal{C B F}
$$

(P14) Let $\phi, \psi \in \mathcal{C B F}$ and $\alpha \in[-1,1] \backslash\{0\}$. Then

$$
\left(\phi^{\alpha}(s)+\psi^{\alpha}(s)\right)^{1 / \alpha} \in \mathcal{C B F}
$$

(P15) Every function $\phi$ from the classes $\mathcal{C B F}$ and $\mathcal{S F}$ admits an analytic extension to $\mathbb{C} \backslash(-\infty, 0]$, such that $(\phi(z))^{*}=\phi\left(z^{*}\right)$, where $*$ denotes the complex conjugate, and

$$
|\arg \phi(z)| \leq|\arg z|, \quad z \in \mathbb{C} \backslash(-\infty, 0] .
$$

Moreover, $\Im z \cdot \Im \phi(z) \geq 0$ for $\phi \in \mathcal{C B F}$ and $\Im z \cdot \Im \phi(z) \leq 0$ for $\phi \in \mathcal{S F}$.
Proof. Properties (P1), (P2), the first part of (P3), and (P7) follow directly from the definitions of the spaces. Properties (P9) and (P10) follow easily from (P8), taking into account (P7). For proofs of the rest of the statements we refer to [101], Chapters 6 and 7, and [49], Theorem 2.6, see also [93], Section 4.1.

We close this section with some remarks.
According to (P1) the product of two completely monotone functions is again completely monotone. Such a nice property does not hold for the other three classes. However, according to (P13)

$$
\begin{equation*}
\text { if } \phi, \psi \in \mathcal{C B F} \text { then } \sqrt{\phi \cdot \psi} \in \mathcal{C B F} \tag{2.2}
\end{equation*}
$$

A useful result is the following: If $\phi \in \mathcal{B} \mathcal{F}$ then for any $\tau>0$

$$
\begin{equation*}
\frac{\phi(s)}{s} e^{-\tau \phi(s)} \in \mathcal{C} \mathcal{M} \mathcal{F}, \quad s>0 \tag{2.3}
\end{equation*}
$$

Indeed, according to ( $\mathbf{P} 5$ ), $\varphi(s) \in \mathcal{B F}$ is equivalent to $e^{-\tau \varphi(s)} \in \mathcal{C} \mathcal{M F}$. Moreover, ( $\mathbf{P} 4$ ) yields $\phi(s) / s \in \mathcal{C} \mathcal{M} \mathcal{F}$. Then ( $\mathbf{P} \mathbf{1}$ ) implies that the product of these
two completely monotone functions is again completely monotone, i.e. (2.3) is satisfied.

For convenience we define also the class of functions $\mathcal{C M} \mathcal{F}_{0}$. The function $\phi \in \mathcal{C} \mathcal{M} \mathcal{F}_{0}$ if the Laplace transform $\widehat{\phi}(s)$ exists for all $s>0$ and $\widehat{\phi}(s) \in \mathcal{S} \mathcal{F}$. According to (2.1) the functions from the class $\mathcal{C} \mathcal{M} \mathcal{F}_{0}$ admit the representation

$$
\begin{equation*}
\phi(t)=\phi_{0} \delta(t)+\phi_{1}(t) \tag{2.4}
\end{equation*}
$$

where $\phi_{0} \geq 0$ is a constant, $\delta(\cdot)$ denotes the Dirac delta function, and $\phi_{1}(t) \in$ $L_{l o c}^{1}\left(\mathbb{R}_{+}\right)$is a completely monotone function. Property (P6) implies

$$
\phi_{0}=\lim _{s \rightarrow \infty} \widehat{\phi}(s)
$$

### 2.2 Abstract Volterra integral equations

Evolution equations are equations that can be interpreted as the differential or integro-differential law of the development (evolution) in time of a system. An example is the classical one-dimensional diffusion equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\frac{\partial^{2} u}{\partial x^{2}} \tag{2.5}
\end{equation*}
$$

where $u(x, t)$ is the state of a system at time $t>0$ at point $x \in \mathbb{R}$. If the solution $u(x, t)$ of such an equation is regarded as an element of some space of functions in $x$ that depend on a parameter $t$, then one arrives at abstract evolution equations.

Since many of the results in this dissertation will be formulated in the general setting of abstract evolution equations, we give some basic definitions.

Let $X$ be a Banach space with norm $\|\cdot\|$. Let $A$ be a closed linear operator in $X$ with dense domain $D(A) \subset X$, equipped with the graph norm $\|\cdot\|_{A}$,

$$
\|x\|_{A}:=\|x\|+\|A x\|, x \in D(A) .
$$

Denote by $\varrho(A)$ the resolvent set of $A$ and by $R(s, A)$ the resolvent operator of $A: R(s, A)=(s-A)^{-1}, s \in \varrho(A)$.

If $Y$ is another Banach space, by $\mathcal{B}(X, Y)$ we denote the space of all bounded linear operators from $X$ to $Y ; \mathcal{B}(X)=\mathcal{B}(X, X)$.

The most prominent abstract evolution equation is the classical first order Cauchy problem [2, 36, 108]

$$
\begin{equation*}
u^{\prime}(t)=A u(t), \quad t>0 ; \quad u(0)=v \in X \tag{2.6}
\end{equation*}
$$

with its equivalent formulation - the semigroup theory. Classical models of relaxation or diffusion processes, such as (2.5), are particular cases of (2.6).

The second order abstract Cauchy problem [2]

$$
\begin{equation*}
u^{\prime \prime}(t)=A u(t), \quad t>0 ; \quad u(0)=v \in X, u^{\prime}(0)=0 \tag{2.7}
\end{equation*}
$$

is another classical example of abstract evolution equation. Although the second initial condition can be an arbitrary element of $X$, for continuity reasons in this dissertation we consider only initial conditions of the above type. Equations modeling different oscillation or wave phenomena are particular cases of (2.7).

In this dissertation we consider evolution equations, which contain operators of Fractional Calculus. In contrast to classical differential operators, the fractional derivatives have a nonlocal character, which makes them relevant in modeling of materials and processes with memory.

Let ${ }^{C} D_{t}^{\alpha}$ be the Caputo fractional derivative of order $\alpha \in(0,2]$. The most extensively studied fractional evolution equation is

$$
\begin{equation*}
{ }^{C} D_{t}^{\alpha} u(t)=A u(t), \quad t>0, \tag{2.8}
\end{equation*}
$$

with the following initial conditions:

$$
\begin{aligned}
& u(0)=v \in X \text { for } \alpha \in(0,1] \\
& u(0)=v \in X, u^{\prime}(0)=0 \text { for } \alpha \in(1,2] .
\end{aligned}
$$

The classical abstract Cauchy problems (2.6) and (2.7) are particular cases of (2.8) obtained for $\alpha=1$ and $\alpha=2$, respectively.

For a unified approach to the different evolution equations in this dissertation, we rewrite them as equivalent Volterra integral equations and apply for the study of the obtained weaker formulations the theory developed in the monograph [93]. The notions of solution, well-posedness, and solution operator, defined next for Volterra integral equations, are used also for the corresponding equivalent Cauchy problems.

Let $A$ be a closed linear unbounded operator, densely defined in a Banach space $X$. Consider the Volterra integral equation

$$
\begin{equation*}
u(t)=\int_{0}^{t} k(t-\tau) A u(\tau) d \tau+f(t), \quad t>0 \tag{2.9}
\end{equation*}
$$

with a scalar kernel $k(t) \in L_{l o c}^{1}\left(\mathbb{R}_{+}\right)$.
Definition 2.1. A function $u \in C\left(\mathbb{R}_{+} ; X\right)$ is called a strong solution of equation (2.9) if $u \in C\left(\mathbb{R}_{+} ; D(A)\right)$ and (2.9) holds on $\mathbb{R}_{+}$.

Definition 2.2. Equation (2.9) is said to be well posed if for each $v \in D(A)$, there is a unique strong solution $u(t ; v)$ of

$$
\begin{equation*}
u(t)=v+\int_{0}^{t} k(t-\tau) A u(\tau) d \tau, \quad t>0, \quad v \in D(A) \tag{2.10}
\end{equation*}
$$

and $\left\{v_{n}\right\} \subset D(A), v_{n} \rightarrow 0$ imply $u\left(t ; v_{n}\right) \rightarrow 0$ in $X$, uniformly on compact intervals.

Suppose (2.9) is well posed. Then the solution operator $S(t)$ for (2.9) is defined by:

$$
S(t) v=u(t ; v), \quad v \in D(A), t \geq 0
$$

The solution operator $S(t)$ is linear for each $t \geq 0$. Since $S(t)$ is a bounded operator, it admits extension to all of $X, S(t) v$ is continuous for each $v \in X$.

Since (2.9) is a convolution equation, it is natural to employ the Laplace transform for its study. Suppose the Laplace transform $\widehat{k}(s)$ of the kernel $k(t)$ exists and $\widehat{k}(s) \neq 0$ for all $s>0$ and set for the sake of brevity

$$
\begin{equation*}
g(s)=(\widehat{k}(s))^{-1}, \quad s>0 \tag{2.11}
\end{equation*}
$$

Assume moreover that $g(s) \in \varrho(A)$ for any $s>0$.
For instance, the Cauchy problem (2.8) corresponds to (2.10) with $k(t)=$ $\omega_{\alpha}(t)$ and $g(s)=s^{\alpha}$. Let us denote by $S_{\alpha}(t)$ the related solution operator. In particular, the solution operator $S_{1}(t)$ of (2.6) is a $C_{0}$-semigroup and the solution operator $S_{2}(t)$ of (2.7) is a strongly continuous cosine family, see [2].

Definition 2.3. A solution operator $S(t)$ is called bounded if there exists a constant $C \geq 1$ such that

$$
\|S(t)\| \leq C \quad \text { for all } t \geq 0
$$

Suppose $S(t)$ is a bounded solution operator for (2.10). Then the Laplace transform

$$
\begin{equation*}
H(s)=\int_{0}^{\infty} e^{-s t} S(t) d t \tag{2.12}
\end{equation*}
$$

is well defined for $\Re s>0$ and is given by

$$
\begin{equation*}
H(s)=\frac{g(s)}{s}(g(s)-A)^{-1} \tag{2.13}
\end{equation*}
$$

where the function $g(s)$ is defined in (2.11).
The Generation Theorem for abstract Volterra equations ([93], Theorem 1.3) is formulated next.

Theorem 2.1. [93] Equation (2.9) is well posed and admits a bounded solution operator $S(t)$ satisfying $\|S(t)\| \leq C, t \geq 0$, iff the following conditions hold. (H1) $\widehat{k}(s) \neq 0$ and $(\widehat{k}(s))^{-1} \in \varrho(A)$ for all $s>0$;
(H2) the estimates

$$
\begin{equation*}
\left\|H^{(n)}(s)\right\| \leq C \frac{n!}{s^{n+1}} \quad \text { for all } s>0, n \in \mathbb{N}_{0} \tag{2.14}
\end{equation*}
$$

are satisfied, where $H(s)$ is defined in (2.13).
In the case of classical Cauchy problem (2.6) $(k(t) \equiv 1, g(s)=s, H(s)=$ $\left.(s-A)^{-1}\right)$ Theorem 2.1 is known as the Hille-Yosida theorem for $C_{0}$ semigroups, see e.g. [2, 108].

A generalization of the definition of bounded analytic semigroup (see e.g. [2], Def. 3.7.3) is given next.
Definition 2.4. A solution operator $S(t)$ is said to be a bounded analytic solution operator of angle $\theta_{0} \in(0, \pi / 2]$ if $S(\cdot): \mathbb{R}_{+} \rightarrow \mathcal{B}(X)$ admits an analytic extension $S(z)$ to the sector $|\arg z|<\theta_{0}$, which is bounded on each subsector $|\arg z| \leq \theta$, where $\theta<\theta_{0}$.

Let us note that a solution operator $S(t)$, which is bounded (i.e. bounded for $t \in[0, \infty)$ ), and admits an analytic extension to some sector in the complex plane, is not necessarily a bounded analytic solution operator.

Next we formulate the generation theorem for bounded analytic solution operators ([93], Theorem 2.1).
Theorem 2.2. [93] Equation (2.9) admits a bounded analytic solution operator $S(t)$ of angle $\theta_{0} \in(0, \pi / 2]$ iff the following conditions hold.
(A1) $\widehat{k}(s)$ admits meromorphic extension to $\Sigma\left(\theta_{0}+\pi / 2\right)$;
(A2) $\widehat{k}(s) \neq 0$ and $(\widehat{k}(s))^{-1} \in \varrho(A)$ for all $s \in \Sigma\left(\theta_{0}+\pi / 2\right)$;
(A3) For each $\theta<\theta_{0}$ there is a constant $C=C(\theta)$ such that $H(s)$, defined in (2.13), satisfies the estimate

$$
\begin{equation*}
\|H(s)\| \leq \frac{C}{|s|} \quad \text { for all } s \in \Sigma(\theta+\pi / 2) \tag{2.15}
\end{equation*}
$$

### 2.3 Subordination for fractional evolution equations

Subordination principle for fractional evolution equations is studied in [9]. The main results are summarized in the next theorem.

Theorem 2.3. Let $A$ be a closed linear and densely defined operator in $X$. Assume problem (2.8) is well posed for some $\alpha, 0<\alpha \leq 2$. Let $\beta$ be such that $0<\beta<\alpha$ and set $\gamma=\beta / \alpha$. Then problem (2.8) with $\alpha$ replaced by $\beta$ is well posed and the corresponding solution operators $S_{\alpha}$ and $S_{\beta}$ are related by the identity

$$
\begin{equation*}
S_{\beta}(t)=\int_{0}^{\infty} \varphi_{\gamma}(t, \tau) S_{\alpha}(\tau) d \tau, \quad t>0 \tag{2.16}
\end{equation*}
$$

The subordination kernel $\varphi_{\gamma}(t, \tau)$ admits the representation

$$
\varphi_{\gamma}(t, \tau)=t^{-\gamma} M_{\gamma}\left(\tau t^{-\gamma}\right)
$$

where $M_{\gamma}(\cdot)$ is the Mainardi function (1.38). Moreover, if $S_{\alpha}$ is a bounded solution operator, then $S_{\beta}$ is a bounded analytic solution operator of angle

$$
\begin{equation*}
\theta(\gamma)=\min \left\{\left(\frac{1}{\gamma}-1\right) \frac{\pi}{2}, \frac{\pi}{2}\right\} \tag{2.17}
\end{equation*}
$$

Let us note that due to the properties (1.47) of Mainardi function the subordination kernels $\varphi_{\gamma}(t, \tau)$ are unilateral probability density functions.

Two basic examples of applications of Theorem 2.3 are considered next.
Example 2.1. Consider the fractional relaxation-oscillation equation, which is the scalar version of equation (2.8), where $X=\mathbb{R}$, and the operator $A=-\lambda$, $\lambda>0$, is multiplication with a constant. Set $v=1$. Then the solution is given by the Mittag-Leffler function

$$
S_{\alpha}(t)=E_{\alpha}\left(-\lambda t^{\alpha}\right), \quad t>0
$$

Let $0<\beta<\alpha$ and set $\gamma=\beta / \alpha$. Then subordination relation (2.16) yields the following relation between Mittag-Leffler functions

$$
\begin{equation*}
E_{\beta}\left(-\lambda t^{\beta}\right)=t^{-\gamma} \int_{0}^{\infty} M_{\gamma}\left(\tau t^{-\gamma}\right) E_{\alpha}\left(-\lambda \tau^{\alpha}\right) d \tau, \quad t>0 \tag{2.18}
\end{equation*}
$$

where $M_{\gamma}(\cdot)$ is the Mainardi function. Useful relations can be deduced from (2.18) by setting $\alpha=1, \alpha=2$, or $\beta=\alpha / 2$. For example, (2.18) with $\alpha=1$ implies (1.39), with $\alpha=2$ gives

$$
E_{\beta}\left(-\lambda t^{\beta}\right)=t^{-\beta / 2} \int_{0}^{\infty} M_{\beta / 2}\left(\tau t^{-\beta / 2}\right) \cos (\sqrt{\lambda} \tau) d \tau, \quad t>0
$$

and with $\beta=\alpha / 2$ yields by the use of (1.49)

$$
E_{\alpha / 2}\left(-\lambda t^{\alpha / 2}\right)=\frac{1}{\sqrt{\pi t}} \int_{0}^{\infty} e^{-\frac{\tau^{2}}{2 t}} E_{\alpha}\left(-\lambda \tau^{\alpha}\right) d \tau, \quad t>0
$$

Example 2.2. Consider the one-dimensional Cauchy problem for the fractional diffusion-wave equation:

$$
\begin{equation*}
{ }^{C} D_{t}^{\alpha} u(x, t)=\frac{\partial^{2}}{\partial x^{2}} u(x, t), \quad x \in \mathbb{R}, t>0, \quad 0<\alpha \leq 2 \tag{2.19}
\end{equation*}
$$

with conditions $u( \pm \infty, t)=0, u(x, 0)=f(x), u_{t}(x, 0)=0$ (the last one only for $1<\alpha \leq 2)$. Set

$$
\begin{align*}
X & =L^{p}(\mathbb{R}), \quad 1 \leq p<\infty, \quad \text { or } \quad X=C_{0}(\mathbb{R})  \tag{2.20}\\
A & =\frac{\partial^{2}}{\partial x^{2}}, \quad D(A)=\left\{f \in X: \quad f^{\prime \prime} \in X\right\},
\end{align*}
$$

where $C_{0}(\mathbb{R})$ is the space of continuous functions vanishing at infinity.
For $\alpha=2$ problem (2.19) is the second order Cauchy problem with solution operator $S_{2}(t)$ given by the d'Alembert formula

$$
\begin{equation*}
\left(S_{2}(t) f\right)(x)=\frac{1}{2}(f(x+t)+f(x-t)), \quad t \geq 0, x \in \mathbb{R}, \quad f \in X \tag{2.21}
\end{equation*}
$$

If we set $\alpha=2$ in Theorem 2.3 and use (2.21) then for all $\alpha \in(0,2)$ we obtain

$$
\begin{align*}
\left(S_{\alpha}(t) f\right)(x) & =t^{-\alpha / 2} \int_{0}^{\infty} M_{\alpha / 2}\left(\tau t^{-\alpha / 2}\right)\left(S_{2}(\tau) f\right)(x) d \tau  \tag{2.22}\\
& =\frac{1}{2} t^{-\alpha / 2} \int_{-\infty}^{\infty} M_{\alpha / 2}\left(|\tau| t^{-\alpha / 2}\right) f(x-\tau) d \tau
\end{align*}
$$

where $t>0$ and $x \in \mathbb{R}$. This is a well-known result, see e.g. [74]. Taking into account (1.49), we recover from (2.22) the solution formula for the first order Cauchy problem

$$
\begin{equation*}
\left(S_{1}(t) f\right)(x)=\frac{1}{2 \sqrt{\pi t}} \int_{-\infty}^{\infty} f(x-\tau) e^{-\tau^{2} / 4 t} d \tau, \quad t>0, x \in \mathbb{R} \tag{2.23}
\end{equation*}
$$

For $\alpha \in(0,1)$ the fractional diffusion-wave equation (2.19) models anomalous diffusion, while for $\alpha \in(1,2)$ it governs the propagation of mechanical diffusive waves, i.e. interpolates between diffusion and wave propagation [75]. Indeed, the time-fractional diffusion-wave equation (2.19) with $\alpha \in(1,2)$ exhibits intermediate character regarding the response to a localized disturbance. In this case a disturbance spreads infinitely fast [41], which is typical for diffusion. On the other hand, the fundamental solution possesses a maximum that disperses with a finite speed [41, 72], which is typical for the classical wave equation. Moreover, the fundamental solution $\frac{1}{2} t^{-\alpha / 2} M_{\alpha / 2}\left(|\tau| t^{-\alpha / 2}\right)$ is a spatial probability density function evolving in time, which is unimodal in the diffusion regime and bimodal in the wave propagation regime [75].

### 2.4 General subordination theorems

The following generalization of Theorem 2.3 will play a central role in this dissertation. A more general theorem for completely positive kernels can be found in [93], Theorem 4.1. Our formulation is adapted to the framework of Bernstein functions, which is more convenient for application.

Theorem 2.4. Let $A$ be a closed linear and densely defined operator in $X$. Assume the Cauchy problem (2.8) is well posed for some $\alpha, 0<\alpha \leq 2$, and admits a bounded solution operator $S_{\alpha}(t)$. For the kernel $k(t)$ of the Volterra integral equation (2.9) assume $k(t) \in L_{\text {loc }}^{1}\left(\mathbb{R}_{+}\right), \widehat{k}(s)$ exists for $s>0, \widehat{k}(s) \neq 0$ and the function $g(s)=(\widehat{k}(s))^{-1}$ satisfies the condition

$$
\begin{equation*}
g(s)^{1 / \alpha} \in \mathcal{C B F}, \quad s>0 \tag{2.24}
\end{equation*}
$$

Then problem (2.9) admits a bounded solution operator $S(t)$, which is related to $S_{\alpha}(t)$ via the subordination identity

$$
\begin{equation*}
S(t)=\int_{0}^{\infty} \varphi(t, \tau) S_{\alpha}(\tau) d \tau, \quad t>0 \tag{2.25}
\end{equation*}
$$

where

$$
\varphi(t, \tau)=\frac{1}{2 \pi \mathrm{i}} \int_{c-\mathrm{i} \infty}^{c+\mathrm{i} \infty} \frac{g(s)^{1 / \alpha}}{s} \exp \left(s t-\tau g(s)^{1 / \alpha}\right) d s, \quad c>0
$$

The subordination kernel $\varphi(t, \tau)$ is a unilateral probability density function (PDF) in $\tau$ when $t>0$ is considered as a parameter, that is

$$
\begin{equation*}
\varphi(t, \tau) \geq 0, \quad \int_{0}^{\infty} \varphi(t, \tau) d \tau=1, \quad t, \tau>0 \tag{2.26}
\end{equation*}
$$

Proof. To prove that problem (2.9) is well posed and admits a bounded solution operator we will check (H1) and (H2) of the Generation theorem (Theorem 2.1). First, the existence of a bounded solution operator $S_{\alpha}(t)$ implies by the Generation theorem that $s^{\alpha} \in \varrho(A)$ for all $s>0$, thus $\mathbb{R}_{+} \subset \varrho(A)$. Assumption (2.24) implies that $g(s): \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$and thus $g(s) \subset \varrho(A)$ for all $s>0$. Therefore, (H1) is fulfilled and $H(s)$ in (2.13) is well defined.

Now we prove that the conditions (H2) of the Generation theorem are fulfilled. Set

$$
\begin{equation*}
h(s, \tau)=\frac{g(s)^{1 / \alpha}}{s} \exp \left(-\tau g(s)^{1 / \alpha}\right) \tag{2.27}
\end{equation*}
$$

Assumption (2.24) implies that the function $h(s, \tau)$ is completely monotone as a function of $s, s>0$, for any $\tau>0$ considered as a parameter, see (2.3).

Let

$$
\begin{equation*}
H(s)=\int_{0}^{\infty} h(s, \tau) S_{\alpha}(\tau) d \tau \tag{2.28}
\end{equation*}
$$

where $h$ is defined in (2.27). Since the Laplace transform of the solution operator $S_{\alpha}(t)$ is given by (2.13) with $g(s)=s^{\alpha}$, that is

$$
\begin{equation*}
\int_{0}^{\infty} e^{-s t} S_{\alpha}(t) d t=s^{\alpha-1}\left(s^{\alpha}-A\right)^{-1} \tag{2.29}
\end{equation*}
$$

we derive

$$
H(s)=\frac{g(s)^{1 / \alpha}}{s} \int_{0}^{\infty} \exp \left(-\tau g(s)^{1 / \alpha}\right) S_{\alpha}(\tau) d \tau=\frac{g(s)}{s}(g(s)-A)^{-1}
$$

Therefore, the function (2.13) admits the representation (2.28).
It is assumed that $S_{\alpha}(t)$ is a bounded solution operator, that is, $\left\|S_{\alpha}(t)\right\| \leq$ $C, t \geq 0$, for some $C \geq 1$.

Define the operator

$$
L_{s}^{n}=\frac{(-1)^{n}}{n!} \frac{\partial^{n}}{\partial s^{n}}
$$

To establish (H2) we will prove

$$
\begin{equation*}
\left\|L_{s}^{n} H(s)\right\| \leq \frac{C}{s^{n+1}}, \quad s>0, n \in \mathbb{N}_{0} \tag{2.30}
\end{equation*}
$$

Since $L_{s}^{n} h(s, \tau) \geq 0$ due to the complete monotonicity of $h(s, \tau)$, we obtain from (2.28) for $s>0, n \in \mathbb{N}_{0}$

$$
\begin{aligned}
\left\|L_{s}^{n} H(s)\right\| & =\left\|\int_{0}^{\infty} L_{s}^{n} h(s, \tau) S_{\alpha}(\tau) d \tau\right\| \\
& \leq \int_{0}^{\infty} L_{s}^{n} h(s, \tau)\left\|S_{\alpha}(\tau)\right\| d \tau \\
& \leq C \int_{0}^{\infty} L_{s}^{n} h(s, \tau) d \tau \\
& =C L_{s}^{n} \int_{0}^{\infty} h(s, \tau) d \tau=C L_{s}^{n}\left(\frac{1}{s}\right)=\frac{C}{s^{n+1}},
\end{aligned}
$$

where we have used

$$
\begin{align*}
\int_{0}^{\infty} h(s, \tau) d \tau= & =\int_{0}^{\infty} \frac{g(s)^{1 / \alpha}}{s} \exp \left(-\tau g(s)^{1 / \alpha}\right) d \tau \\
& =\frac{1}{s} \int_{0}^{\infty} \mathrm{e}^{-\xi} d \xi=\frac{1}{s}, \quad s>0 \tag{2.31}
\end{align*}
$$

and $L_{s}^{n}\left(s^{-1}\right)=s^{-(n+1)}$, which can be easily established by induction. In this way we proved (H1) and (H2) for problem (2.9), which guarantees that it is well posed and admits a bounded solution operator.

Define the function $\varphi(t, \tau)$ such that its Laplace transform with respect to $t$ satisfies

$$
\begin{equation*}
\widehat{\varphi}(s, \tau)=\int_{0}^{\infty} e^{-s t} \varphi(t, \tau) d \tau=h(s, \tau) \tag{2.32}
\end{equation*}
$$

Since $h(\cdot, \tau) \in \mathcal{C} \mathcal{M F}$, according to Bernstein's theorem the function $\varphi(t, \tau)$ exists and is nonnegative, $\varphi(t, \tau) \geq 0$. Let us also check that the function $\varphi(t, \tau)$ is normalized. Applying (2.32) and (2.31) we deduce

$$
\mathcal{L}\left\{\int_{0}^{\infty} \varphi(t, \tau) d \tau\right\}(s)=\int_{0}^{\infty} \widehat{\varphi}(s, \tau) d \tau=\int_{0}^{\infty} h(s, \tau) d \tau=\frac{1}{s}, \quad s>0
$$

Then, taking the inverse Laplace transform, it follows

$$
\int_{0}^{\infty} \varphi(t, \tau) d \tau=1
$$

Let the operator $S(t)$ be defined by (2.25). Then (2.32) and identity (2.29) imply for the Laplace transform of $S(t)$

$$
\begin{aligned}
\int_{0}^{\infty} e^{-s t} S(t) d t & =\int_{0}^{\infty} \widehat{\varphi}(s, \tau) S_{\alpha}(\tau) d \tau \\
& =\frac{g(s)^{1 / \alpha}}{s} \int_{0}^{\infty} \exp \left(-\tau g(s)^{1 / \alpha}\right) S_{\alpha}(\tau) d \tau \\
& =\frac{g(s)}{s}(g(s)-A)^{-1}
\end{aligned}
$$

Therefore (2.13) is satisfied and $S(t)$ is the solution operator of problem (2.9) due to the uniqueness property of Laplace transform.

Relation (2.25) suggests that the subordinated solution operator $S(t)$ inherits the main properties of $S_{\alpha}(t)$. Since the solution operators $S_{1}(t)$ and $S_{2}(t)$ of the classical problems (2.6) and (2.7) are well studied, Theorem 2.4 is most useful for $\alpha=1$ and $\alpha=2$. Let us note that according to condition (2.24) the general problem (2.9) is subordinated to the first order Cauchy problem (2.6) if $g(s) \in \mathcal{C B F}$ and to the second order Cauchy problem (2.7) provided $\sqrt{g(s)} \in \mathcal{C B F}$.

Property (2.24) implies $g(s)^{1 / \alpha_{1}} \in \mathcal{C B F}$ for any $\alpha_{1}>\alpha$. This follows from the representation

$$
g(s)^{1 / \alpha_{1}}=\left(g(s)^{1 / \alpha}\right)^{\alpha / \alpha_{1}}
$$

which implies that $g(s)^{1 / \alpha_{1}}=f_{1}\left(f_{2}(s)\right)$ is a composition of two complete Bernstein functions $f_{1}(s)=s^{\alpha / \alpha_{1}}$ and $f_{2}(s)=g(s)^{1 / \alpha}$. According to property (P11) in Proposition 2.1 it is again complete Bernstein function. For this reason it is useful to know the smallest $\alpha>0$, for which (2.24) is satisfied.

Let us note that the property $h(s, \tau) \in \mathcal{C} \mathcal{M} \mathcal{F}$ holds under a weaker assumption, namely $\mathcal{C B F}$ in (2.24) can be replaced by $\mathcal{B F}$, see (2.3). However, there is an instructive example in [62] showing that the class $\mathcal{B F}$ can lead to discontinuous solutions. Therefore, in this dissertation we will work with condition (2.24).

The fact that the function $\varphi(t, \tau)$ in subordination identity $(2.25)$ is a PDF has several important implications. One of them is that if $\left\|S_{\alpha}(t)\right\| \leq C$ for $t \geq 0$, then the same holds for $S(t)$. Indeed, from (2.25) it follows

$$
\|S(t)\| \leq \int_{0}^{\infty} \varphi(t, \tau)\left\|S_{\alpha}(\tau)\right\| d \tau \leq C \int_{0}^{\infty} \varphi(t, \tau) d \tau=C, \quad t \geq 0
$$

Another implication is that positivity of the solutions is preserved after subordination. To formulate this result in a general abstract setting we suppose that $X$ is an ordered Banach space (for a simple introduction see e.g. [2], [36]). For example, such are the spaces of type $L^{p}(\Omega)$ or $C_{0}(\Omega)$ for some $\Omega \in \mathbb{R}^{n}$, $n \in \mathbb{N}$, where $C_{0}(\Omega)$ is the space of continuous functions vanishing at infinity. We consider the canonical ordering in these spaces: a function $v \in X$ is positive (in symbols: $v \geq 0$ ) if $v(x) \geq 0$ for (almost) all $x \in \Omega$.

A solution operator $S(t)$ in an ordered Banach space $X$ is called positive if $v \geq 0$ implies $S(t) v \geq 0$ for any $t \geq 0$.

In other words, positivity of a solution operator means that positivity of the initial condition is preserved in time.

Corollary 2.1. Let $X$ be an ordered Banach space. Suppose that the conditions of Theorem 2.4 are satisfied and the solution operator $S_{\alpha}(t)$ is positive. Then the solution operator $S(t)$ is positive.

In general, the integral representation (2.25) implies that $S(t)$ has at least the same regularity as $S_{\alpha}(t)$. More detailed results are given next.

According to property (P15) in Proposition 2.1 the assumption $g(s)^{1 / \alpha} \in$ $\mathcal{C B F}$ in (2.24) implies that $g(s)^{1 / \alpha}$ admits an analytic extension to $\mathbb{C} \backslash(-\infty, 0]$ and

$$
\left|\arg \left\{g(s)^{1 / \alpha}\right\}\right| \leq|\arg s|, s \in \mathbb{C} \backslash(-\infty, 0]
$$

Then, according to Theorem 2.2 if $S_{\alpha}(t)$ is a bounded analytic solution operator of angle $\phi_{0} \in(0, \pi / 2]$, the same holds true for the subordinated solution operator $S(t)$.

In the next theorem we make the following stronger assumption:

$$
\begin{equation*}
\left|\arg \left\{g(s)^{1 / \beta}\right\}\right| \leq|\arg s|, \quad 0<\beta<\alpha, s \in \mathbb{C} \backslash(-\infty, 0] \tag{2.33}
\end{equation*}
$$

Theorem 2.5. Suppose the assumptions of Theorem 2.4 and condition (2.33) are satisfied. Then $S(t)$ is a bounded analytic solution operator of angle

$$
\begin{equation*}
\theta_{*}=\min \left\{\left(\frac{\alpha}{\beta}-1\right) \frac{\pi}{2}, \frac{\pi}{2}\right\} . \tag{2.34}
\end{equation*}
$$

If, moreover, $S_{\alpha}(t)$ is a bounded analytic solution operator of angle $\phi_{0} \in$ $(0, \pi / 2]$ then $S(t)$ is a bounded analytic solution operator of angle

$$
\begin{equation*}
\theta_{0}=\min \left\{\frac{\alpha}{\beta} \phi_{0}+\left(\frac{\alpha}{\beta}-1\right) \frac{\pi}{2}, \frac{\pi}{2}\right\} \tag{2.35}
\end{equation*}
$$

Proof. Suppose first $S_{\alpha}(t)$ is a bounded solution operator, $\left\|S_{\alpha}(t)\right\| \leq C$ for $t \geq 0$. Then the Laplace transform $H(s)$ is defined for $\Re s>0$ and satisfies

$$
\|H(s)\|=\left\|\int_{0}^{\infty} e^{-s t} S_{\alpha}(t) d t\right\| \leq \int_{0}^{\infty} e^{-(\Re s) t}\left\|S_{\alpha}(t)\right\| d t \leq \frac{C}{\Re s}, \quad \Re s>0 .
$$

Moreover, $s^{\alpha} \in \rho(A)$ for $\Re s>0$ and $H(s)=s^{\alpha-1}\left(s^{\alpha}-A\right)^{-1}$. Therefore

$$
\left\|s^{\alpha-1}\left(s^{\alpha}-A\right)^{-1}\right\| \leq \frac{C}{\Re s}, \Re s>0
$$

which implies

$$
\begin{equation*}
\left\|s^{\alpha}\left(s^{\alpha}-A\right)^{-1}\right\| \leq \frac{C}{\cos (\arg s)}, \quad \Re s>0 \tag{2.36}
\end{equation*}
$$

Let $s \in \Sigma(\theta+\pi / 2)$ for some fixed $\theta<\theta_{*}$, where $\theta_{*}$ is defined in (2.34). Then

$$
\left|\arg g(s)^{1 / \alpha}\right| \leq \frac{\beta}{\alpha}\left(\theta+\frac{\pi}{2}\right)<\frac{\beta}{\alpha}\left(\theta_{*}+\frac{\pi}{2}\right) \leq \frac{\pi}{2}
$$

Thus, $\Re g(s)^{1 / \alpha}>0$ and we can replace $s$ in (2.36) by $g(s)^{1 / \alpha}$, which gives

$$
\left\|g(s)(g(s)-A)^{-1}\right\| \leq \frac{C}{\cos \left(\arg g(s)^{1 / \alpha}\right)} \leq \frac{C}{\cos \left(\frac{\beta}{\alpha}\left(\theta+\frac{\pi}{2}\right)\right)}=C_{1}
$$

Therefore

$$
\left\|\frac{g(s)}{s}(g(s)-A)^{-1}\right\| \leq \frac{C_{1}}{|s|}, s \in \Sigma(\theta+\pi / 2) .
$$

This implies (see Theorem 2.2) that $S(t)$ is a bounded analytic solution operator of angle $\theta_{*}$.

Suppose now that $S_{\alpha}(t)$ is a bounded analytic solution operator of angle $\phi_{0}$. Then, according to Theorem 2.2, $s^{\alpha} \in \rho(A)$ for $s \in \Sigma\left(\phi_{0}+\pi / 2\right)$ and for each $\phi<\phi_{0}$

$$
\left\|s^{\alpha}\left(s^{\alpha}-A\right)^{-1}\right\| \leq C, \quad s \in \Sigma(\phi+\pi / 2),
$$

which is equivalent to

$$
\left\|z(z-A)^{-1}\right\| \leq C, \quad z \in \Sigma(\alpha(\phi+\pi / 2)) .
$$

Let $s \in \Sigma(\theta+\pi / 2)$ for some fixed $\theta<\theta_{0}$, where $\theta_{0}$ is defined in (2.35). Then $g(s) \in \Sigma\left(\alpha\left(\phi_{0}+\pi / 2\right)\right)$ and we can plug $z=g(s)$ in the above inequality, wnich yields

$$
\left\|\frac{g(s)}{s}(g(s)-A)^{-1}\right\| \leq \frac{C}{|s|}, \quad s \in \Sigma(\theta+\pi / 2) .
$$

Therefore, according to Theorem 2.2, the solution operator $S(t)$ is bounded analytic of angle $\theta_{0}$.

## Chapter 3

## Space-time fractional evolution equations

This chapter is devoted to subordination principle for the fractional evolution equation with the Caputo derivative of order $\beta \in(0,1)$ and operator $-(-A)^{\alpha}, \alpha \in(0,1)$, where $A$ generates a strongly continuous one-parameter semigroup on a Banach space. Some properties of the subordination kernel are established and representations in terms of Mainardi function $M_{\beta}$ and Lévy extremal stable densities $L_{\alpha}$ are derived. Analyticity of the solution operator is deduced by taking into account the asymptotic behavior of the subordination kernel. The subordination formulae are applied to the multi-dimensional space-time fractional diffusion equation to obtain some closed-form solutions. Integral representations in terms of Mittag-Leffler functions are derived for the fundamental solution and the subordination kernel.

### 3.1 Derivation of subordination formula

Assume the operator $A$ is a closed densely defined operator in a Banach space $X$, which is the infinitesimal generator of a bounded $C_{0}$-semigroup. Therefore, the classical abstract Cauchy problem

$$
\begin{equation*}
u^{\prime}(t)=A u(t), \quad t>0 ; \quad u(0)=v \in X \tag{3.1}
\end{equation*}
$$

is well posed with a bounded solution operator. The assumptions on the operator $A$ in particular imply that $-A$ is a non-negative operator, i.e. $(-\infty, 0) \subset$ $\varrho(-A)$ and

$$
\left\|\lambda(\lambda-A)^{-1}\right\| \leq C<\infty, \quad \lambda>0
$$

For $0<\alpha<1$ we define the fractional power $(-A)^{\alpha}$ of the non-negative operator $-A$ using the Balakrishnan definition $[8,108]$

$$
\begin{equation*}
(-A)^{\alpha} v=\frac{\sin \alpha \pi}{\pi} \int_{0}^{\infty} \lambda^{\alpha-1}(\lambda-A)^{-1}(-A v) d \lambda, \quad v \in D(A) . \tag{3.2}
\end{equation*}
$$

Then $-(-A)^{\alpha}$ is a closed densely defined operator, which generates a bounded analytic $C_{0}$-semigroup [108]. This semigroup is the solution operator to the abstract Cauchy problem

$$
\begin{equation*}
u^{\prime}(t)=-(-A)^{\alpha} u(t), \quad t>0 ; \quad u(0)=v \in X . \tag{3.3}
\end{equation*}
$$

This chapter is devoted to the Cauchy problem for the fractional evolution equation

$$
\begin{equation*}
{ }^{C} D_{t}^{\beta} u(t)=-(-A)^{\alpha} u(t), t>0 ; \quad u(0)=v \in X ; \quad 0<\alpha, \beta \leq 1, \tag{3.4}
\end{equation*}
$$

where ${ }^{C} D_{t}^{\beta}$ is the Caputo time-fractional derivative. Applying Theorem 2.3, the well-posedness of problem (3.3) implies that problem (3.4) is well posed.

In this chapter we use the double-index notation $S_{\alpha, \beta}(t)$ for the solution operator of problem (3.4), where $0<\alpha, \beta \leq 1$. In particular, the solution operator $S_{1,1}(t)$ to the classical problem (3.1) is the $C_{0}$ - semigroup of operators generated by the operator $A$. The solution operator corresponding to $\alpha=1$ is denoted in this chapter by $S_{1, \beta}(t)$ (while in the rest of the dissertation the simpler notation $S_{\beta}(t)$ is used).

Our first aim is to obtain a subordination formula

$$
S_{\alpha, \beta}(t)=\int_{0}^{\infty} \psi_{\alpha, \beta}(t, \tau) S_{1,1}(\tau) d \tau, \quad t>0,
$$

which relates the solution operator $S_{\alpha, \beta}(t)$ of problem (3.4) with the solution operator $S_{1,1}(t)$ of the classical abstract Cauchy problem (3.1), where $\psi_{\alpha, \beta}(t, \tau)$ is a unilateral probability density function in $\tau$. To derive such a formula we apply successively two already known subordination results.

First, let us set $\beta=1$ in (3.4) and apply a classical theorem (see [108], Chapter IX) according to which the operator $-(-A)^{\alpha}$ generates a bounded analytic semigroup $S_{\alpha, 1}(t)$, related to the semigroup $S_{1,1}(t)$ via the identity

$$
\begin{equation*}
S_{\alpha, 1}(t)=\int_{0}^{\infty} f_{\alpha}(t, \tau) S_{1,1}(\tau) d \tau, \quad t>0 \tag{3.5}
\end{equation*}
$$

where the subordination kernel $f_{\alpha}(t, \tau)$ is defined by the inverse Laplace integral

$$
\begin{equation*}
f_{\alpha}(t, \tau)=\frac{1}{2 \pi \mathrm{i}} \int_{\sigma-\mathrm{i} \infty}^{\sigma+\mathrm{i} \infty} e^{z \tau-t z^{\alpha}} d z, \quad \sigma>0 \tag{3.6}
\end{equation*}
$$

The semigroup $S_{\alpha, 1}(t)$ is the solution operator to the Cauchy problem (3.3). It is worth noting that in the scalar case $-A=\lambda>0$ relation (3.5) reads

$$
\begin{equation*}
e^{-\lambda^{\alpha} t}=\int_{0}^{\infty} f_{\alpha}(t, \tau) e^{-\lambda \tau} d \tau, \quad t>0 \tag{3.7}
\end{equation*}
$$

Second, according to the subordination principle for fractional evolution equations, see Theorem 2.3, the well-posedness of problem (3.3) implies wellposedness of problem (3.4) for all $\beta \in(0,1)$ and the corresponding solution operator $S_{\alpha, \beta}(t)$ is expressed by the formula

$$
\begin{equation*}
S_{\alpha, \beta}(t)=\int_{0}^{\infty} \varphi_{\beta}(t, \tau) S_{\alpha, 1}(\tau) d \tau, \quad t>0 \tag{3.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\varphi_{\beta}(t, \tau)=\frac{1}{2 \pi \mathrm{i}} \int_{\sigma-\mathrm{i} \infty}^{\sigma+\mathrm{i} \infty} z^{\beta-1} e^{z t-\tau z^{\beta}} d z, \quad \sigma>0 \tag{3.9}
\end{equation*}
$$

Since in the scalar case $-A=\lambda>0$ the solution operator $S_{\alpha, \beta}(t)$ of problem (3.4) is given by the Mittag-Leffler function $E_{\beta}\left(-\lambda^{\alpha} t^{\beta}\right)$, the scalar version of relation (3.8) is

$$
\begin{equation*}
E_{\beta}\left(-\lambda^{\alpha} t^{\beta}\right)=\int_{0}^{\infty} \varphi_{\beta}(t, \tau) e^{-\lambda^{\alpha} \tau} d \tau, \quad t>0 \tag{3.10}
\end{equation*}
$$

This holds for any $0<\alpha \leq 1$, while the function $\varphi_{\beta}(t, \tau)$ is independent of $\alpha$.
As a result of the successive application of the above two steps we deduce

$$
\begin{align*}
S_{\alpha, \beta}(t) & =\int_{0}^{\infty} \varphi_{\beta}(t, \sigma) \int_{0}^{\infty} f_{\alpha}(\sigma, \tau) S_{1,1}(\tau) d \tau d \sigma \\
& =\int_{0}^{\infty}\left(\int_{0}^{\infty} \varphi_{\beta}(t, \sigma) f_{\alpha}(\sigma, \tau) d \sigma\right) S_{1,1}(\tau) d \tau \tag{3.11}
\end{align*}
$$

In this way we derived the following result.

Theorem 3.1. Let $A$ be a generator of a bounded $C_{0}$-semigroup $S_{1,1}(t)$. Then problem (3.4) admits a bounded solution operator $S_{\alpha, \beta}(t)$, which is related to $S_{1,1}(t)$ via the subordination identity

$$
\begin{equation*}
S_{\alpha, \beta}(t)=\int_{0}^{\infty} \psi_{\alpha, \beta}(t, \tau) S_{1,1}(\tau) d \tau, \quad t>0 \tag{3.12}
\end{equation*}
$$

where the subordination kernel

$$
\begin{equation*}
\psi_{\alpha, \beta}(t, \tau)=\int_{0}^{\infty} \varphi_{\beta}(t, \sigma) f_{\alpha}(\sigma, \tau) d \sigma \tag{3.13}
\end{equation*}
$$

is a unilateral probability density in $\tau$, i.e. it satisfies

$$
\begin{equation*}
\psi_{\alpha, \beta}(t, \tau) \geq 0, \quad \int_{0}^{\infty} \psi_{\alpha, \beta}(t, \tau) d \tau=1 \tag{3.14}
\end{equation*}
$$

Proof. The subordination identity is derived in (3.11). It remains to prove (3.14). Since it is already well-known that $f_{\alpha}$ and $\varphi_{\beta}$ are probability densities (which can be also directly checked using the defining identities (3.6) and (3.9)) the fact that $\psi_{\alpha, \beta}$ is a PDF can be derived from the composition rule (3.13).

Alternatively, let us note that in the scalar case the subordination identity (3.12) reduces to

$$
\begin{equation*}
E_{\beta}\left(-\lambda^{\alpha} t^{\beta}\right)=\int_{0}^{\infty} \psi_{\alpha, \beta}(t, \tau) e^{-\lambda \tau} d \tau, \quad t>0 \tag{3.15}
\end{equation*}
$$

Then the normalization identity can be derived by letting $\lambda \rightarrow 0$ in (3.15), which implies

$$
\int_{0}^{\infty} \psi_{\alpha, \beta}(t, \tau) d \tau=E_{\beta}(0)=1
$$

The nonnegativity of the function $\psi_{\alpha, \beta}(t, \tau)$ can be established from its Laplace transform (3.15) by applying Bernstein's theorem. Indeed, the Mittag-Leffler function $E_{\beta}\left(-\lambda^{\alpha} t^{\beta}\right)$ is completely monotone as a function of $\lambda>0$ for any fixed $t>0$ (as a composition of the completely monotone function $E_{\beta}(-a x)$ and the Bernstein function $\lambda^{\alpha}$, see property (P5) in Proposition 2.1).

The subordination identity (3.12) and (3.14) imply that if $\left\|S_{1,1}(t)\right\| \leq C$, $t \geq 0$, then

$$
\left\|S_{\alpha, \beta}(t)\right\| \leq \int_{0}^{\infty} \psi_{\alpha, \beta}(t, \tau)\left\|S_{1,1}(\tau)\right\| d \tau \leq C \int_{0}^{\infty} \psi_{\alpha, \beta}(t, \tau) d \tau=C
$$

for any $t \geq 0,0<\alpha \leq 1$ and $0<\beta \leq 1$.

Let us note that in the case of ordered Banach space $X$, subordination identity (3.12) shows that positivity of the $C_{0}$-semigroup $S_{1,1}(t)$ implies positivity of the solution operator $S_{\alpha, \beta}(t)$ for any $0<\alpha \leq 1$ and $0<\beta \leq 1$.

Proposition 3.1. The subordination kernel $\psi_{\alpha, \beta}(t, \tau)$ obeys the following Laplace transform pairs

$$
\begin{equation*}
\int_{0}^{\infty} \psi_{\alpha, \beta}(t, \tau) e^{-\lambda \tau} d \tau=E_{\beta}\left(-\lambda^{\alpha} t^{\beta}\right) \tag{3.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{\infty} \psi_{\alpha, \beta}(t, \tau) e^{-s t} d t=s^{\beta-1} \tau^{\alpha-1} E_{\alpha, \alpha}\left(-s^{\beta} \tau^{\alpha}\right) \tag{3.17}
\end{equation*}
$$

Proof. For convenience we use in this chapter the following notations for the Laplace transform

$$
\mathcal{L}\{f(t, \tau) ; t \rightarrow s\}=\int_{0}^{\infty} e^{-s t} f(t, \tau) d t
$$

and the double Laplace transform

$$
\mathcal{L}^{2}\{f(t, \tau) ; t \rightarrow s, \tau \rightarrow \lambda\}=\int_{0}^{\infty} \int_{0}^{\infty} e^{-(s t+\lambda \tau)} f(t, \tau) d t d \tau
$$

where, due to Fubini's theorem the order of integration may be switched for sufficiently well behaved functions. The Laplace transform of the subordination kernel $\psi_{\alpha, \beta}(t, \tau)$ with respect to the variable $\tau$ is obtained in (3.15).

In order to find the Laplace transform of $\psi_{\alpha, \beta}(t, \tau)$ with respect to $t$, we note first that (3.15) and (1.27) imply

$$
\begin{equation*}
\mathcal{L}^{2}\left\{\psi_{\alpha, \beta}(t, \tau) ; t \rightarrow s, \tau \rightarrow \lambda\right\}=\mathcal{L}\left\{E_{\beta}\left(-\lambda^{\alpha} t^{\beta}\right) ; t \rightarrow s\right\}=\frac{s^{\beta-1}}{s^{\beta}+\lambda^{\alpha}} \tag{3.18}
\end{equation*}
$$

Then, taking inverse Laplace transform $\mathcal{L}^{-1}\{\cdot ; \lambda \rightarrow \tau\}$ in (3.18) we deduce by the use of (1.27):

$$
\mathcal{L}\left\{\psi_{\alpha, \beta}(t, \tau) ; t \rightarrow s\right\}=s^{\beta-1} \tau^{\alpha-1} E_{\alpha, \alpha}\left(-s^{\beta} \tau^{\alpha}\right) .
$$

Let us note that in the limiting case $\alpha=1$ and $\beta=1$ the subordination kernels are Dirac delta functions

$$
\begin{equation*}
f_{1}(t, \tau)=\varphi_{1}(t, \tau)=\psi_{1,1}(t, \tau)=\delta(t-\tau) \tag{3.19}
\end{equation*}
$$

Moreover, the kernels $f_{\alpha}(t, \tau)$ and $\varphi_{\beta}(t, \tau)$ are particular cases of the composite kernel $\psi_{\alpha, \beta}(t, \tau)$, namely

$$
\begin{equation*}
f_{\alpha}(t, \tau)=\psi_{\alpha, 1}(t, \tau), \quad \varphi_{\beta}(t, \tau)=\psi_{1, \beta}(t, \tau) \tag{3.20}
\end{equation*}
$$

Therefore, the Laplace transform pairs for $f_{\alpha}(t, \tau)$ and $\varphi_{\beta}(t, \tau)$ can be derived from the identities (3.15), (3.18), and (3.17), taking $\beta=1$ or $\alpha=1$, respectively.

Remark 3.1. Let us emphasize that the integral expression in (3.13) is not commutative: $\psi_{\alpha, \beta}(t, \tau) \not \equiv \int_{0}^{\infty} f_{\alpha}(t, \sigma) \varphi_{\beta}(\sigma, \tau) d \sigma$. This is due to the fact that the order of the two steps in the derivation procedure of subordination identity (3.12) is essential.

For example, let us consider the case $\alpha=\beta=1 / 2$, in which the subordination kernels can be expressed in terms of elementary functions as follows (e.g. [108, 2]):

$$
\begin{equation*}
f_{1 / 2}(t, \tau)=\frac{t e^{-t^{2} / 4 \tau}}{2 \sqrt{\pi} \tau^{3 / 2}}, \quad \varphi_{1 / 2}(t, \tau)=\frac{1}{\sqrt{\pi t}} e^{-\tau^{2} / 4 t} \tag{3.21}
\end{equation*}
$$

Plugging expressions (3.21) in the composition rule (3.13) we get

$$
\begin{equation*}
\psi_{1 / 2,1 / 2}(t, \tau)=\int_{0}^{\infty} \varphi_{1 / 2}(t, \sigma) f_{1 / 2}(\sigma, \tau) d \sigma=\frac{\sqrt{t}}{\pi \sqrt{\tau}(t+\tau)} \tag{3.22}
\end{equation*}
$$

The last formula can also be directly derived from eq. (3.54). On the other hand,

$$
\begin{equation*}
\int_{0}^{\infty} f_{1 / 2}(t, \sigma) \varphi_{1 / 2}(\sigma, \tau) d \sigma=\frac{2 t}{\pi\left(t^{2}+\tau^{2}\right)} \tag{3.23}
\end{equation*}
$$

which can be obtained by introducing a new integration variable $\left(t^{2}+\tau^{2}\right) / 4 \sigma$.
A comparison of identities (3.22) and (3.23) confirms the non-commutativity pointed out in the remark.

Next we establish some properties of the subordination kernels based on the Laplace transform pairs (3.15), (3.18), (3.17), and identities (3.20).

Proposition 3.2. Assume $0<\alpha, \alpha^{\prime}, \beta, \beta^{\prime} \leq 1$. Then

$$
\begin{align*}
f_{\alpha \alpha^{\prime}}(t, \tau) & =\int_{0}^{\infty} f_{\alpha}(t, \sigma) f_{\alpha^{\prime}}(\sigma, \tau) d \sigma  \tag{3.24}\\
\varphi_{\beta \beta^{\prime}}(t, \tau) & =\int_{0}^{\infty} \varphi_{\beta}(t, \sigma) \varphi_{\beta^{\prime}}(\sigma, \tau) d \sigma \tag{3.25}
\end{align*}
$$

Proof. To prove (3.24) we apply Laplace transform with respect to $\tau$ and obtain by using (3.15) with $\beta=1$ and Fubini's theorem $\mathcal{L}\left\{f_{\alpha \alpha^{\prime}}(t, \tau) ; \tau \rightarrow \lambda\right\}=e^{-t \lambda^{\alpha \alpha^{\prime}}}$ and

$$
\mathcal{L}\left\{\int_{0}^{\infty} f_{\alpha}(t, \sigma) f_{\alpha}^{\prime}(\sigma, \tau) d \sigma ; \tau \rightarrow \lambda\right\}=\int_{0}^{\infty} f_{\alpha}(t, \sigma) e^{-\sigma \lambda^{\alpha^{\prime}}} d \sigma=e^{-t \lambda^{\alpha \alpha^{\prime}}}
$$

In order to prove (3.25) we apply double Laplace transform, which gives by using (3.15) and (3.18) with $\alpha=1$

$$
\begin{aligned}
& \mathcal{L}^{2}\left\{\int_{0}^{\infty} \varphi_{\beta}(t, \sigma) \varphi_{\beta^{\prime}}(\sigma, \tau) d \sigma ; t \rightarrow s, \tau \rightarrow \lambda\right\} \\
& =s^{\beta-1} \int_{0}^{\infty} e^{-\sigma s^{\beta}} E_{\beta}\left(-\lambda \sigma^{\beta^{\prime}}\right) d \sigma=s^{\beta-1} \frac{s^{\beta\left(\beta^{\prime}-1\right)}}{s^{\beta \beta^{\prime}}+\lambda}=\frac{s^{\beta \beta^{\prime}-1}}{s^{\beta \beta^{\prime}}+\lambda} \\
& =\mathcal{L}^{2}\left\{\varphi_{\beta \beta^{\prime}}(t, \tau) ; t \rightarrow s, \tau \rightarrow \lambda\right\} .
\end{aligned}
$$

To finish the proof it remains to apply the uniqueness property of Laplace transform.

Let us note that (3.24) is equivalent to the following natural operator identity

$$
\begin{equation*}
\left((-A)^{\alpha}\right)^{\alpha^{\prime}}=\left((-A)^{\alpha^{\prime}}\right)^{\alpha}=(-A)^{\alpha \alpha^{\prime}}, \quad 0<\alpha, \alpha^{\prime} \leq 1 \tag{3.26}
\end{equation*}
$$

for a generator $-A$ of a bounded $C_{0}$-semigroup. Indeed, (3.24) together with subordination formula (3.5) shows that any of the operators in (3.26) is infinitesimal generator of one and the same semigroup: $S_{\alpha \alpha^{\prime}, 1}(t)$. For a different proof of (3.26) see e.g. [108], Chapter IX.

Identity (3.25) is related to successive application of the subordination principle for time-fractional evolution equations and is in agreement with Theorem 2.3. Let us note that the composite function $\psi_{\alpha, \beta}$ does not satisfy a property, analogous to those in Proposition 3.2. This is due to the noncommutativity of definition (3.13), see Remark 3.1.

Corollary 3.1. Let $0<\alpha \leq \beta<1$. Under the conditions of Theorem 3.1 the solution operator $S_{\alpha, \beta}(t)$ admits the representation

$$
\begin{equation*}
S_{\alpha, \beta}(t)=\int_{0}^{\infty} \psi_{\beta, \beta}(t, \tau) S_{\alpha / \beta, 1}(\tau) d \tau, \quad t>0 \tag{3.27}
\end{equation*}
$$

where $S_{\alpha / \beta, 1}(t)$ is the $C_{0}$-semigroup generated by the operator $-A^{\alpha / \beta}$ and the function $\psi_{\beta, \beta}(t, \tau)$ is defined in (3.54).

Proof. This subordination identity is derived by plugging in (3.12) the identity

$$
f_{\alpha}(t, \tau)=\int_{0}^{\infty} f_{\beta}(t, \sigma) f_{\alpha / \beta}(\sigma, \tau) d \sigma
$$

following from (3.24), and applying (3.13), Fubini's theorem, and (3.5).

### 3.2 The subordination kernel

In this section some representation formulae for the subordination kernel $\psi_{\alpha, \beta}(t, \tau)$ are derived.

### 3.2.1 Relations to $L_{\alpha}$ and $M_{\beta}$

We start with scaling laws for the subordination kernels. From the definitions (3.6), (3.9) and (3.13) of the subordination kernels $f_{\alpha}, \varphi_{\beta}$ and $\psi_{\alpha, \beta}$ we derive the following self-similarity properties

$$
\begin{align*}
& f_{\alpha}(t, \tau)=t^{-1 / \alpha} f_{\alpha}\left(1, \tau t^{-1 / \alpha}\right), \quad \varphi_{\beta}(t, \tau)=t^{-\beta} \varphi_{\beta}\left(1, \tau t^{-\beta}\right)  \tag{3.28}\\
& \psi_{\alpha, \beta}(t, \tau)=t^{-\beta / \alpha} \psi_{\alpha, \beta}\left(1, \tau t^{-\beta / \alpha}\right) \tag{3.29}
\end{align*}
$$

Introducing the functions of one variable $L_{\alpha}, M_{\beta}$ and $K_{\alpha, \beta}$ as follows

$$
\begin{equation*}
L_{\alpha}(r)=f_{\alpha}(1, r), M_{\beta}(r)=\varphi_{\beta}(1, r), K_{\alpha, \beta}(r)=\psi_{\alpha, \beta}(1, r), \tag{3.30}
\end{equation*}
$$

we deduce from (3.28) and (3.29) the following representations for the subordination kernels

$$
\begin{align*}
& f_{\alpha}(t, \tau)=t^{-1 / \alpha} L_{\alpha}\left(\tau t^{-1 / \alpha}\right), \quad \varphi_{\beta}(t, \tau)=t^{-\beta} M_{\beta}\left(\tau t^{-\beta}\right)  \tag{3.31}\\
& \psi_{\alpha, \beta}(t, \tau)=t^{-\beta / \alpha} K_{\alpha, \beta}\left(\tau t^{-\beta / \alpha}\right) \tag{3.32}
\end{align*}
$$

In addition, identities (3.19) and (3.20) imply for the new functions

$$
\begin{equation*}
L_{\alpha}(r)=K_{\alpha, 1}(r), M_{\beta}(r)=K_{1, \beta}(r), \tag{3.33}
\end{equation*}
$$

and $L_{1}(r)=M_{1}(r)=K_{1,1}(r)=\delta(r-1)$.
From (3.30) and (3.15) we deduce:

$$
\begin{equation*}
\mathcal{L}\left\{K_{\alpha, \beta}(r) ; r \rightarrow \lambda\right\}=E_{\beta}\left(-\lambda^{\alpha}\right), \tag{3.34}
\end{equation*}
$$

i.e. $K_{\alpha, \beta}(r)$ can be defined as the inverse Laplace transform of the Mittag-Leffler function $E_{\beta}\left(-\lambda^{\alpha}\right)$.

Theorem 3.2. The subordination kernel admits the representation

$$
\psi_{\alpha, \beta}(t, \tau)=t^{-\beta / \alpha} K_{\alpha, \beta}\left(\tau t^{-\beta / \alpha}\right),
$$

where $K_{\alpha, \beta}(r)$ is a unilateral probability density function, i.e.

$$
K_{\alpha, \beta}(r) \geq 0, \quad \int_{0}^{\infty} K_{\alpha, \beta}(r) d r=1
$$

defined as the inverse Laplace transform of a Mittag-Leffler function:

$$
E_{\beta}\left(-\lambda^{\alpha}\right)=\int_{0}^{\infty} e^{-\lambda r} K_{\alpha, \beta}(r) d r
$$

The Laplace transform pairs (1.41) and (1.39) for the functions $L_{\alpha}(r)$ and $M_{\beta}(r)$ can be derived from (3.34), taking $\beta=1$ and $\alpha=1$, respectively. Therefore, we recognize the Lévy extremal stable density $L_{\alpha}(r)$ and the Mainardi function $M_{\beta}(r)$, see Section 1.5.

In the next theorem we derive representations for the function $K_{\alpha, \beta}(r)$ in terms of $L_{\alpha}(r)$ and $M_{\beta}(r)$.

Theorem 3.3. The function $K_{\alpha, \beta}(r)$ admits the following representations

$$
\begin{align*}
& K_{\alpha, \beta}(r)=\int_{0}^{\infty} \sigma^{-1 / \alpha} L_{\alpha}\left(r \sigma^{-1 / \alpha}\right) M_{\beta}(\sigma) d \sigma,  \tag{3.35}\\
& K_{\alpha, \beta}(r)=\int_{0}^{\infty} \sigma^{\beta / \alpha} L_{\alpha}\left(r \sigma^{\beta / \alpha}\right) L_{\beta}(\sigma) d \sigma  \tag{3.36}\\
& K_{\alpha, \beta}(r)=\alpha r^{\alpha-1} \int_{0}^{\infty} \sigma M_{\alpha}(\sigma) M_{\beta}\left(\sigma r^{\alpha}\right) d \sigma . \tag{3.37}
\end{align*}
$$

Moreover, in the particular case $\alpha=\beta$ it holds

$$
\begin{equation*}
K_{\alpha, \alpha}(r)=\frac{1}{\pi} \frac{r^{\alpha-1} \sin \alpha \pi}{r^{2 \alpha}+2 r^{\alpha} \cos \alpha \pi+1} \tag{3.38}
\end{equation*}
$$

and if $0<\alpha \leq \beta \leq 1$ then

$$
\begin{equation*}
K_{\alpha, \beta}(r)=\int_{0}^{\infty} \sigma^{-\beta / \alpha} L_{\alpha / \beta}\left(r \sigma^{-\beta / \alpha}\right) K_{\beta, \beta}(\sigma) d \sigma . \tag{3.39}
\end{equation*}
$$

Here $L_{\alpha}(r)$ is the Lévy extremal stable density and $M_{\beta}(r)$ is the Mainardi function.

Proof. Expression (3.35) follows directly from (3.13), (3.31) and (3.32). Representations (3.36) and (3.37) can be deduced from (3.35) after applying the formula (1.42) Representation (3.38) follows directly from (1.28) and (3.34) for $\alpha=\beta$. To prove (3.39) we find the inverse Laplace transform of $E_{\beta}\left(-\lambda^{\alpha}\right)$ by using (1.28) and the following property (see e.g. [26]): If $I(\lambda)=\mathcal{L}\{H(r) ; r \rightarrow \lambda\}$ and $I\left(\lambda^{\alpha}\right)=\mathcal{L}\left\{H_{\alpha}(r) ; r \rightarrow \lambda\right\}$ then

$$
\begin{equation*}
H_{\alpha}(r)=\int_{0}^{\infty} \sigma^{-1 / \alpha} L_{\alpha}\left(r \sigma^{-1 / \alpha}\right) H(\sigma) d \sigma, \quad 0<\alpha \leq 1 \tag{3.40}
\end{equation*}
$$

(In fact, formula (3.40) can be verified by proving that Laplace transforms of both sides are equal.) From (3.40) and (3.34) it follows for $0<\alpha \leq \beta \leq 1$

$$
K_{\alpha, \beta}(r)=\mathcal{L}^{-1}\left\{E_{\beta}\left(-\left(\lambda^{\alpha / \beta}\right)^{\beta} ; \lambda \rightarrow r\right\}=\int_{0}^{\infty} \sigma^{-\beta / \alpha} L_{\alpha / \beta}\left(r \sigma^{-\beta / \alpha}\right) K_{\beta, \beta}(\sigma) d \sigma\right.
$$

and the last identity is proved.

### 3.2.2 Other representations and properties of $K_{\alpha, \beta}$

Next, representations of the function $K_{\alpha, \beta}(r)$ are deduced by direct inversion of the Laplace transform in (3.34).

Theorem 3.4. Assume

$$
\begin{equation*}
0<\alpha<\max \{\beta, 1-\beta / 2\}<1 \tag{3.41}
\end{equation*}
$$

Then the function $K_{\alpha, \beta}(r)$ admits the representations

$$
\begin{align*}
& K_{\alpha, \beta}(r)=\frac{-1}{\pi} \int_{0}^{\infty} e^{-r \sigma} \Im\left\{E_{\beta}\left(-\sigma^{\alpha} e^{i \alpha \pi}\right)\right\} d \sigma  \tag{3.42}\\
& K_{\alpha, \beta}(r)=\frac{1}{\pi r} \sum_{n=0}^{\infty}(-1)^{n+1} \frac{\Gamma(\alpha n+1)}{\Gamma(\beta n+1)} \frac{\sin \alpha n \pi}{r^{\alpha n}} . \tag{3.43}
\end{align*}
$$

Proof. Applying the complex Laplace inversion formula to (3.34) yields:

$$
\begin{equation*}
K_{\alpha, \beta}(r)=\frac{1}{2 \pi \mathrm{i}} \int_{c-\mathrm{i} \infty}^{c+\mathrm{i} \infty} e^{\lambda r} E_{\beta}\left(-\lambda^{\alpha}\right) d \lambda, \quad c>0 \tag{3.44}
\end{equation*}
$$

For the multivalued function $\lambda^{\alpha}=\exp (\alpha \ln \lambda)$ the principal branch is considered.

Let first $0<\alpha, \beta<1$ are arbitrary and fix some $\theta_{0}$, which satisfies the inequalities

$$
\begin{equation*}
\frac{\pi}{2}<\theta_{0}<\min \left\{\frac{1-\beta / 2}{\alpha} \pi, \pi\right\} . \tag{3.45}
\end{equation*}
$$

Since the Mittag-Leffler function is an entire function, $E_{\beta}\left(-\lambda^{\alpha}\right)$ is analytic for $\lambda \in \mathbb{C} \backslash(-\infty, 0]$. Therefore, by the Cauchy's theorem, the integration in (3.44) can be replaced by integration on the composite contour $\Gamma_{1}^{+} \cup \Gamma_{2}^{+} \cup \Gamma_{3}^{+} \cup \Gamma_{4} \cup$ $\Gamma_{3}^{-} \cup \Gamma_{2}^{-} \cup \Gamma_{1}^{-}$, where (with appropriate orientation)

$$
\begin{aligned}
& \Gamma_{1}^{ \pm}=\{\lambda=q \pm \mathrm{i} R, \quad q \in(0, c)\}, \\
& \Gamma_{2}^{ \pm}=\left\{\lambda=R e^{ \pm i \theta}, \quad \theta \in\left(\pi / 2, \theta_{0}\right)\right\}, \quad R \rightarrow \infty, \\
& \Gamma_{3}^{ \pm}=\left\{\lambda=\sigma e^{ \pm i} \theta_{0}, \quad \sigma \in(\varepsilon, R)\right\}, \\
& \Gamma_{4}=\left\{\lambda=\varepsilon e^{\mathrm{i} \theta}, \quad \theta \in\left(-\theta_{0}, \theta_{0}\right)\right\}, \quad \varepsilon \rightarrow 0 .
\end{aligned}
$$

For the integration on $\Gamma_{1}^{+}$we obtain

$$
\begin{equation*}
\left|\int_{\Gamma_{1}^{+}} e^{\lambda r} E_{\beta}\left(-\lambda^{\alpha}\right) d \lambda\right| \leq \int_{0}^{c} e^{q r}\left|E_{\beta}\left(-(q+\mathrm{i} R)^{\alpha}\right)\right| d q \rightarrow 0, \quad R \rightarrow \infty, \tag{3.46}
\end{equation*}
$$

due to the asymptotic expansion (1.22) for the Mittag-Leffler function in the integrand, which is satisfied since $(q+\mathrm{i} R)^{\alpha} \sim R^{\alpha} e^{\mathrm{i} \alpha \pi / 2}$ as $R \rightarrow \infty$ and $\pi-$ $\alpha \pi / 2>\beta \pi / 2$. The integral on $\Gamma_{1}^{-}$is treated in an analogous way. Further,

$$
\begin{equation*}
\left|\int_{\Gamma_{2}^{+}} e^{\lambda r} E_{\beta}\left(-\lambda^{\alpha}\right) d \lambda\right| \leq \int_{\pi / 2}^{\theta_{0}} e^{R r \cos \theta}\left|E_{\beta}\left(-R^{\alpha} e^{\mathrm{i} \alpha \theta}\right)\right| R d \theta \rightarrow 0, \quad R \rightarrow \infty, \tag{3.47}
\end{equation*}
$$

where we have taken into account $\cos \theta<0$ and the asymptotic expansion (1.22) for the Mittag-Leffler function under the integral sign, which is satisfied due to the inequality $\pi-\alpha \theta>\beta \pi / 2$, implied by assumption (3.45). The integral on $\Gamma_{2}^{-}$is estimated analogously. Concerning the integral over $\Gamma_{4}$ we have

$$
\begin{equation*}
\left|\int_{\Gamma_{4}} e^{\lambda r} E_{\beta}\left(-\lambda^{\alpha}\right) d \lambda\right| \leq \int_{-\theta_{0}}^{\theta_{0}} e^{\varepsilon r \cos \theta}\left|E_{\beta}\left(-\varepsilon^{\alpha} e^{\mathrm{i} \alpha \theta}\right)\right| \varepsilon d \theta \rightarrow 0, \quad \varepsilon \rightarrow 0, \tag{3.48}
\end{equation*}
$$

since the Mittag-Leffler function is bounded as $\varepsilon \rightarrow 0$. Therefore, (3.44), (3.46), (3.47), and (3.48) imply that $K_{\alpha, \beta}(r)$ is given by the integral over $\Gamma_{3}^{+} \cup \Gamma_{3}^{-}$with
$\varepsilon \rightarrow 0$ and $R \rightarrow \infty$, that is

$$
\begin{aligned}
K_{\alpha, \beta}(r)= & \lim _{\varepsilon \rightarrow 0, R \rightarrow \infty} \frac{1}{2 \pi \mathrm{i}} \int_{\Gamma_{3}^{+} \cup \Gamma_{3}^{-}} e^{\lambda r} E_{\beta}\left(-\lambda^{\alpha}\right) d \lambda \\
=\lim _{\varepsilon \rightarrow 0, R \rightarrow \infty} & \frac{1}{2 \pi \mathrm{i}}\left(\int_{\varepsilon}^{R} e^{\sigma r\left(\cos \theta_{0}+\mathrm{i} \sin \theta_{0}\right)} E_{\beta}\left(-\sigma^{\alpha} e^{\mathrm{i} \alpha \theta_{0}}\right) e^{\mathrm{i} \theta_{0}} d \sigma\right. \\
& \left.+\int_{R}^{\varepsilon} e^{\sigma r\left(\cos \theta_{0}-\mathrm{i} \sin \theta_{0}\right)} E_{\beta}\left(-\sigma^{\alpha} e^{-\mathrm{i} \alpha \theta_{0}}\right) e^{-\mathrm{i} \theta_{0}} d \sigma\right) .
\end{aligned}
$$

Therefore, for $0<\alpha, \beta<1$ the function $K_{\alpha, \beta}(r)$ admits the integral representation

$$
\begin{equation*}
K_{\alpha, \beta}(r)=\frac{1}{\pi} \int_{0}^{\infty} e^{r \sigma \cos \theta_{0}} \Im\left\{e^{\mathrm{i}\left(\theta_{0}+r \sigma \sin \theta_{0}\right)} E_{\beta}\left(-\sigma^{\alpha} e^{\mathrm{i} \alpha \theta_{0}}\right)\right\} d \sigma, \tag{3.49}
\end{equation*}
$$

with $\theta_{0}$ satisfying (3.45).
Suppose now that the parameters $\alpha$ and $\beta$ obey the assumption (3.41). Assume first $\alpha<1-\beta / 2$. Then $\min \left\{\frac{1-\beta / 2}{\alpha} \pi, \pi\right\}=\pi$ in (3.45) and we can let $\theta_{0} \rightarrow \pi$ in (3.49), which implies (3.42). Let now $1-\beta / 2<\alpha<\beta$. Then we can repeat the above argument to prove (3.46) and (3.48) with $\theta_{0}=\pi$. Let us prove that the integral in (3.47) with $\theta_{0}=\pi$ vanishes as $R \rightarrow \infty$. In this case

$$
\begin{equation*}
\left|\int_{\Gamma_{2}^{+}} e^{\lambda r} E_{\beta}\left(-\lambda^{\alpha}\right) d \lambda\right| \leq \int_{\pi / 2}^{\pi} e^{R r \cos \theta}\left|E_{\beta}\left(-R^{\alpha} e^{\mathrm{i} \alpha \theta}\right)\right| R d \theta \tag{3.50}
\end{equation*}
$$

We split the integral in (3.50) into two integrals $\int_{\pi / 2}^{\pi}=\int_{\pi / 2}^{\theta_{0}}+\int_{\theta_{0}}^{\pi}$, where $\theta_{0}$ satisfies (3.45). It is already proven in (3.47) that the first integral vanishes as $R \rightarrow \infty$. For the Mittag-Leffler function in the second integral the asymptotic expansion (1.22) holds, implying

$$
\begin{equation*}
\left|E_{\beta}\left(-R^{\alpha} e^{\mathrm{i} \alpha \theta}\right)\right| \leq \frac{1}{\beta} \exp \left(R^{\alpha / \beta} \cos \frac{\pi-\alpha \theta}{\beta}\right)+\frac{C}{1+R^{\alpha}}, \quad R \rightarrow \infty . \tag{3.51}
\end{equation*}
$$

Note that $\cos \frac{\pi-\alpha \theta}{\beta} \geq 0$ for $\theta \in\left(\theta_{0}, \pi\right)$, so that the exponent in (3.51) is not bounded as $R \rightarrow \infty$. However, due to the assumption $\alpha<\beta$, the dominant term of the integrand $e^{R r \cos \theta}\left|E_{\beta}\left(-R^{\alpha} e^{\mathrm{i} \alpha \theta}\right)\right| R$ as $R \rightarrow \infty$ is $e^{R r \cos \theta}$ and therefore the integral vanishes. Therefore, again (3.49) holds with $\theta_{0}=\pi$. This completes the proof of the integral representation (3.42).

The series representation (3.43) can be deduced from (3.42) by inserting the definition(1.21) of the Mittag-Leffler function under the integral sign.

Next, the regularity of the function $K_{\alpha, \beta}(r)$ is discussed briefly. We start with the asymptotic identity implied by (1.22)

$$
\begin{equation*}
E_{\beta}\left(-\lambda^{\alpha}\right) \sim \frac{\lambda^{-\alpha}}{\Gamma(1-\beta)}, \quad \lambda \rightarrow+\infty \tag{3.52}
\end{equation*}
$$

which, by (3.34) and applying Karamata-Feller Tauberian theorem, is equivalent to

$$
\begin{equation*}
K_{\alpha, \beta}(r) \sim \frac{r^{\alpha-1}}{\Gamma(\alpha) \Gamma(1-\beta)}, \quad r \rightarrow 0+ \tag{3.53}
\end{equation*}
$$

Therefore, if $\alpha<1$ and $\beta<1$, then $K_{\alpha, \beta}(r)$ has a singularity at the origin: $K_{\alpha, \beta}(r) \rightarrow+\infty$ as $r \rightarrow 0+$. This is in contrast with the regular behaviour of any of the functions $L_{\alpha}(r)=K_{\alpha, 1}(r)$ and $M_{\beta}(r)=K_{1, \beta}(r)$, which can be seen again from (3.53), taking $\beta=1$ or $\alpha=1$ and noting that $\Gamma(0)=\infty$.

Moreover, the Laplace transforms (1.41) and (1.39) of $L_{\alpha}(r)$ and $M_{\beta}(r)$ satisfy (ii) of Proposition 1.3, which means that these functions admit bounded analytic extensions to appropriate sectors of the complex plane. In contrast, if $\alpha<1$ and $\beta<1$, then (3.52) implies that $\lambda E_{\beta}\left(-\lambda^{\alpha}\right) \rightarrow+\infty$ as $\lambda \rightarrow+\infty$, therefore (ii) is not satisfied, thus, $K_{\alpha, \beta}(r)$ does not admit a bounded analytic extension to any sector of the complex plane.

In contrast to the singular behaviour of $K_{\alpha, \beta}(r)$ when $\alpha<1$ and $\beta<1$, the related subordination kernel $\psi_{\alpha, \beta}(t, \tau)$ exhibits a regular behaviour in $t$ (see Proposition 3.3). As an illustration let us consider the particular case $\alpha=\beta$, in which formula (3.38) together with (3.32) yields

$$
\begin{equation*}
\psi_{\alpha, \alpha}(t, \tau)=t^{-1} K_{\alpha, \alpha}\left(\tau t^{-1}\right)=\frac{1}{\pi} \frac{t^{\alpha} \tau^{\alpha-1} \sin \alpha \pi}{t^{2 \alpha}+2 t^{\alpha} \tau^{\alpha} \cos \alpha \pi+\tau^{2 \alpha}} \tag{3.54}
\end{equation*}
$$

Indeed, $K_{\alpha, \alpha}(r) \rightarrow \infty$ as $r \rightarrow 0$, while $\psi_{\alpha, \alpha}(t, \tau) \rightarrow 0$ as $t \rightarrow 0$ and $t \rightarrow \infty$.

### 3.2.3 Integral representation for the subordination kernel

Representations of the subordination kernel $\psi_{\alpha, \beta}(t, \tau)$ are useful in view of the integral expression (3.77) for the fundamental solution. In a limited number of particular cases the subordination kernel can be expressed in terms of elementary functions, e.g. the relation (3.54), (3.21), (3.22). However, for arbitrary values of the fractional parameters explicit expressions are not available and other types of representations are needed.

Next we deduce an integral representation of the subordination kernel $\psi_{\alpha, \beta}$ by inversion of the Laplace transform pair (3.17). We choose (3.17) instead
of (3.16), because of the faster decay for large arguments of the correponding Mittag-Leffler function, see (1.24).

Assume $0<\alpha, \beta \leq 1$ and $\alpha \beta \neq 1$. Applying the complex Laplace inversion formula to (3.17) yields:

$$
\begin{equation*}
\psi_{\alpha, \beta}(t, \tau)=\frac{\tau^{\alpha-1}}{2 \pi \mathrm{i}} \int_{c-\mathrm{i} \infty}^{c+\mathrm{i} \infty} e^{s t} s^{\beta-1} E_{\alpha, \alpha}\left(-\tau^{\alpha} s^{\beta}\right) d s, \quad c>0, \tag{3.55}
\end{equation*}
$$

where $s^{\beta}=\exp (\beta \ln s)$ means the principal branch of the corresponding multivalued function defined in the whole complex plane cut along the negative real semi-axis. Since the Mittag-Leffler function is an entire function, $E_{\alpha, \alpha}\left(-\tau^{\alpha} s^{\beta}\right)$ is analytic for $s \in \mathbb{C} \backslash(-\infty, 0]$.


Figure 3.1: Contour $\Gamma$.
Therefore, by the Cauchy's theorem, the integral in (3.55) can be replaced by an integral over the composite contour $\Gamma=\Gamma_{1}^{-} \cup \Gamma_{2}^{-} \cup \Gamma_{3} \cup \Gamma_{2}^{+} \cup \Gamma_{1}^{+}$, where

$$
\begin{aligned}
& \Gamma_{1}^{ \pm}=\{s=q \pm \mathrm{i} R, \quad q \in(0, c)\}, \quad \Gamma_{2}^{ \pm}=\left\{s=r e^{ \pm \mathrm{i} \pi / 2}, \quad r \in(\rho, R)\right\}, \\
& \Gamma_{3}=\left\{s=\rho e^{\mathrm{i} \theta}, \quad \theta \in(-\pi / 2, \pi / 2)\right\},
\end{aligned}
$$

with appropriate orientation (see Figure 3.1) and letting $\rho \rightarrow 0, R \rightarrow \infty$.

Since $(q+\mathrm{i} R)^{\beta} \sim R^{\beta} e^{\mathrm{i} \beta \pi / 2}$ as $R \rightarrow \infty$, for the integration on $\Gamma_{1}^{+}$as $R \rightarrow \infty$ we obtain

$$
\begin{equation*}
\left|\int_{\Gamma_{1}^{+}} e^{s t} s^{\beta-1} E_{\alpha, \alpha}\left(-\tau^{\alpha} s^{\beta}\right) d s\right| \leq C \int_{0}^{c} e^{q t} R^{\beta-1}\left|E_{\alpha, \alpha}\left(-\tau^{\alpha} R^{\beta} e^{\mathrm{i} \beta \pi / 2}\right)\right| d q \rightarrow 0 \tag{3.56}
\end{equation*}
$$

as $R \rightarrow \infty$ due to the asymptotic expansion (1.24) for the Mittag-Leffler function, which is satisfied since $\left|\arg \left(\tau^{\alpha} R^{\beta} e^{\mathrm{i} \beta \pi / 2}\right)\right|=\beta \pi / 2<(1-\alpha / 2) \pi$. The integral on $\Gamma_{1}^{-}$is treated in the same way.

Concerning the integral over $\Gamma_{3}$ we have for $\rho \rightarrow 0$

$$
\begin{equation*}
\left|\int_{\Gamma_{3}} e^{s t} s^{\beta-1} E_{\alpha, \alpha}\left(-\tau^{\alpha} s^{\beta}\right) d s\right| \leq \int_{-\pi / 2}^{\pi / 2} e^{\rho t \cos \theta} \varepsilon^{\beta}\left|E_{\alpha, \alpha}\left(-\tau^{\alpha} \rho^{\beta} e^{\mathrm{i} \beta \theta}\right)\right| d \theta \rightarrow 0 \tag{3.57}
\end{equation*}
$$

since the Mittag-Leffler function under the integral sign is bounded as $\rho \rightarrow 0$. Therefore, (3.55), (3.56), and (3.57) imply that $\psi_{\alpha, \beta}(t, \tau)$ is given by the integral over $\Gamma_{2}^{+} \cup \Gamma_{2}^{-}$along the imaginary axis with $\rho \rightarrow 0$ and $R \rightarrow \infty$. This implies

$$
\begin{aligned}
& \psi_{\alpha, \beta}(t, \tau)=\frac{\tau^{\alpha-1}}{2 \pi \mathrm{i}} \int_{-\mathrm{i} \infty}^{\mathrm{i} \infty} e^{s t} s^{\beta-1} E_{\alpha, \alpha}\left(-\tau^{\alpha} s^{\beta}\right) d s \\
& =\frac{\tau^{\alpha-1}}{2 \pi \mathrm{i}}\left(\int_{0}^{\infty} \exp \left(r t e^{\mathrm{i} \pi / 2}\right) r^{\beta-1} e^{\mathrm{i} \beta \pi / 2} E_{\alpha, \alpha}\left(-\tau^{\alpha} r^{\beta} e^{\mathrm{i} \beta \pi / 2}\right) d r\right. \\
& \\
& \quad+\int_{0}^{\infty} \exp \left(r t e^{-\mathrm{i} \pi / 2}\right) r^{\beta-1} e^{-\mathrm{i} \beta \pi / 2} E_{\alpha, \alpha}\left(-\tau^{\alpha} r^{\beta} e^{-\mathrm{i} \beta \pi / 2} d r\right) .
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\psi_{\alpha, \beta}(t, \tau)=\frac{\tau^{\alpha-1}}{\pi} \int_{0}^{\infty} r^{\beta-1} \Im\left\{e^{\mathrm{i}(r t+\beta \pi / 2)} E_{\alpha, \alpha}\left(-\tau^{\alpha} r^{\beta} e^{\mathrm{i} \beta \pi / 2}\right)\right\} d r \tag{3.58}
\end{equation*}
$$

We observe that the integral in (3.58) is convergent since the integrand behaves as $r^{\beta-1}$ for $r \rightarrow 0$ and as $r^{-\beta-1}$ for $r \rightarrow \infty$ due to the asymptotic expansion (1.24) for the Mittag-Leffler function. In this way, from (3.58) we obtain the following

Theorem 3.5. Let $0<\alpha \leq 1,0<\beta \leq 1$, and $\alpha \beta \neq 1$. Then the subordination kernel $\psi_{\alpha, \beta}(t, \tau)$ admits the integral representation

$$
\begin{equation*}
\psi_{\alpha, \beta}(t, \tau)=\frac{\tau^{\alpha-1}}{\pi} \int_{0}^{\infty} r^{\beta-1}\left(C_{\beta}(r, t) I_{\alpha, \beta}(r, \tau)+S_{\beta}(r, t) R_{\alpha, \beta}(r, \tau)\right) d r \tag{3.59}
\end{equation*}
$$

where $C_{\beta}(r, t)=\cos (r t+\beta \pi / 2), S_{\beta}(r, t)=\sin (r t+\beta \pi / 2)$, and

$$
\begin{aligned}
& I_{\alpha, \beta}(r, \tau)=\Im\left\{\tau^{\alpha-1} E_{\alpha, \alpha}\left(-\tau^{\alpha} r^{\beta} e^{i \beta \pi / 2}\right)\right\}=\sum_{k=0}^{\infty} \frac{(-1)^{k} \tau^{\alpha k+\alpha-1} r^{\beta k} \sin k \beta \pi / 2}{\Gamma(\alpha k+\alpha)}, \\
& R_{\alpha, \beta}(r, \tau)=\Re\left\{\tau^{\alpha-1} E_{\alpha, \alpha}\left(-\tau^{\alpha} r^{\beta} e^{i \beta \pi / 2}\right)\right\}=\sum_{k=0}^{\infty} \frac{(-1)^{k} \tau^{\alpha k+\alpha-1} r^{\beta k} \cos k \beta \pi / 2}{\Gamma(\alpha k+\alpha)} .
\end{aligned}
$$

For the numerical implementation of formula (3.59) the above real and imaginary parts can be numerically calculated employing a method of computation of the Mittag-Leffler function of complex argument.

In the particular case $\alpha=1$ (time-fractional diffusion) representation (3.59) yields the following simpler formula for the subordination kernel

$$
\varphi_{\beta}(t, \tau)=\frac{1}{\pi} \int_{0}^{\infty} r^{\beta-1} \sin \left(r t+\beta \pi / 2-\tau r^{\beta} \sin \beta \pi / 2\right) \exp \left(-\tau r^{\beta} \cos \beta \pi / 2\right) d r
$$

Let us recall the relation $\varphi_{\beta}(t, \tau)=t^{-\beta} M_{\beta}\left(\tau t^{-\beta}\right)$, where $M_{\beta}(\cdot)$ denotes the Mainardi function. In this way, as a byproduct, we obtained also an integral representation of this function.

The technique used in this section for deriving of the integral representation for the subordination kernel does not rely on the scaling property and can be extended to equations with more general nonlocal operators in space and operators with a general memory kernel in time, which are considered in Chapter 5.

### 3.3 Analyticity of the solution operator

First we prove that the subordination kernel $\psi_{\alpha, \beta}(t, \tau)$, considered as a function of $t$, admits a bounded analytic extension to a sector in the complex plane.

Proposition 3.3. Assume $0<\alpha, \beta \leq 1, \alpha \beta \neq 1$, and let

$$
\begin{equation*}
\theta_{0}=\min \left\{\frac{(2-\alpha-\beta) \pi}{2 \beta}, \frac{\pi}{2}\right\} \tag{3.60}
\end{equation*}
$$

For any $\tau>0$ the function $\psi_{\alpha, \beta}(t, \tau)$ as a function of $t$ admits analytic extension to the sector $|\arg t|<\theta_{0}$, which is bounded on each sector $|\arg t| \leq \theta$, $0<\theta<\theta_{0}$.

Proof. We apply Proposition 1.3 for the Laplace transform pair (3.17): $F(s)=$ $s^{\beta-1} \tau^{\alpha-1} E_{\alpha, \alpha}\left(-s^{\beta} \tau^{\alpha}\right)$, and $f(t)=\psi_{\alpha, \beta}(t, \tau)$, where $\tau>0$ is considered as a parameter. The function $F(s)$ admits analytic extension to $\mathbb{C}$ cut along the negative real axis. According to the estimate (1.23) for the Mittag-Leffler function

$$
|s F(s)| \leq C \tau^{-1} \frac{\tau^{\alpha}|s|^{\beta}}{1+\tau^{\alpha}|s|^{\beta}}<C \tau^{-1}
$$

for all $s \in \mathbb{C}$ such that

$$
|\arg (s)| \leq \min \left\{\frac{(2-\alpha) \pi}{2 \beta}-\varepsilon, \pi\right\}
$$

To obtain the desired statement it remains to apply implication (i) $\Rightarrow$ (ii).
Proposition 3.3 together with subordination formula (3.12) implies that $S_{\alpha, \beta}(t)$ is a bounded analytic solution operator according to the above definition. The proof is similar to the one in [9], Theorem 3.2, where, based on analogous property for the function $\varphi_{\beta}(t, \tau)$, analyticity of the subordinated solution operator for the time-fractional evolution equation is established.

Taking into account relations (3.20) we can derive the corresponding sectors of existence of bounded analytic extensions for the functions $f_{\alpha}(t, \tau)$ and $\varphi_{\beta}(t, \tau)$ (setting in (3.60) $\beta=1$ or $\alpha=1$ ). In this way known results for analyticity of the semigroup $S_{\alpha, 1}(t)[108,66]$ and of the solution operator $S_{1, \beta}(t)$ [9, 66] are recovered.

Proposition (3.3) implies that if $0<\alpha, \beta \leq 1, \alpha \beta \neq 1$, and if $A$ is the generator of a bounded $C_{0}$-semigroup $S(t)$ on $X$, then problem (3.4) admits a bounded analytic solution operator $S_{\alpha, \beta}(t)$ of angle $\theta$, where

$$
\begin{equation*}
\theta=\min \left\{\frac{(2-\alpha-\beta) \pi}{2 \beta}, \frac{\pi}{2}\right\} \tag{3.61}
\end{equation*}
$$

Now we suppose that the $C_{0}$-semigroup generated by the operator $A$ is a bounded analytic semigroup. In this case we expect that the solution operator $S_{\alpha, \beta}(t)$ will be bounded analytic in a larger sector of the complex plane. To formulate the precise result we prove some estimates for the functions $M_{\gamma}(z)$ and $L_{\gamma}(z)$ in appropriate sectors of the complex plane.

The sectors in the complex plane, in which the functions $M_{\gamma}(z)$ and $L_{\gamma}(z)$ are bounded analytic functions can be easily found from the behavior of their

Laplace transforms (1.39) and (1.41), applying Proposition 1.3. The asymptotic expansion for the Mittag-Leffler function (1.22) implies that

$$
s \mathcal{L}\left\{M_{\gamma}(\cdot)\right\}(s)=s E_{\gamma}(-s)
$$

is bounded for $s \in \Sigma((1-\gamma / 2) \pi)$. On the other hand,

$$
s \mathcal{L}\left\{L_{\gamma}(\cdot)\right\}(s)=s \exp \left(-s^{\gamma}\right)
$$

is bounded when $\left|\arg \left(s^{\gamma}\right)\right|<\pi / 2$, i.e. for $s \in \Sigma\left(\gamma^{-1} \pi / 2\right)$. Based on the above statement, we deduce that the functions $M_{\gamma}(z)$ and $L_{\gamma}(z)$ are analytic in the sectors $\Sigma\left(\theta_{M}\right)$ and $\Sigma\left(\theta_{L}\right)$, respectively, and bounded on each proper subsector of these sectors, where

$$
\begin{equation*}
\theta_{M}(\gamma)=(1-\gamma) \pi / 2 \text { for } M_{\gamma}(z) ; \quad \theta_{L}(\gamma)=(1 / \gamma-1) \pi / 2 \text { for } L_{\gamma}(z) \tag{3.62}
\end{equation*}
$$

In fact, the asymptotic expansions for the functions $M_{\gamma}$ and $L_{\gamma}$ imply a stronger property in the same sectors as we see next.

Concerning $M_{\gamma}$, expansion (1.40) implies that there exists $r^{*}$, such that for any $r>r^{*}$

$$
\left.\mid M_{\gamma}\left(r e^{\mathrm{i} \theta}\right)\right) \left\lvert\, \leq a(\gamma) r^{\frac{\gamma-1 / 2}{1-\gamma}} \exp \left(-b(\gamma) r^{\frac{1}{1-\gamma}} \cos \left(\frac{\theta}{1-\gamma}\right)\right)\right.
$$

Therefore, this function is integrable at $r \rightarrow \infty$ provided

$$
|\theta|<(1-\gamma) \pi / 2=\theta_{M}(\gamma),
$$

recovering the same angle as in (3.62). In addition, (1.38) shows that $\left|M_{\gamma}\left(r e^{i \theta}\right)\right|$ is a bounded function as $r \rightarrow 0$. Therefore, the following integral is uniformly bounded

$$
\begin{equation*}
\int_{0}^{\infty}\left|M_{\gamma}\left(r e^{\mathrm{i} \theta}\right)\right| d r \leq C_{M}, \quad|\theta|<\theta_{M}(\gamma) \tag{3.63}
\end{equation*}
$$

Concerning the function $L_{\gamma}$, expansion (1.45) shows that $\left|L_{\gamma}\left(r e^{\mathrm{i} \theta}\right)\right|$ admits an integrable singularity for $r \rightarrow \infty$. For small $r$ the asymptotic expression (1.46) implies the estimate

$$
\left|L_{\gamma}\left(r e^{\mathrm{i} \theta}\right)\right| \leq \gamma a(\gamma) r^{-\frac{2-\gamma}{2(1-\gamma)}} \exp \left(-b(\gamma) r^{-\frac{\gamma}{1-\gamma}} \cos \left(\frac{\gamma \theta}{1-\gamma}\right)\right)
$$

This shows that the function $\left|L_{\gamma}\left(r e^{\mathrm{i} \theta}\right)\right|$ is integrable for $r \rightarrow 0$ provided

$$
|\theta|<(1 / \gamma-1) \pi / 2=\theta_{L}(\gamma)
$$

the same angle as defined in (3.62). Therefore, we established the uniform boundedness of the integral

$$
\begin{equation*}
\int_{0}^{\infty}\left|L_{\gamma}\left(r e^{\mathrm{i} \theta}\right)\right| d r \leq C_{L}, \quad|\theta|<\theta_{L}(\gamma) \tag{3.64}
\end{equation*}
$$

The constants $C_{M}$ and $C_{L}$ in (3.63) and (3.64) depend on $\gamma$, but do not depend on $\theta$.

In this way we obtained the sectors $\Sigma\left(\theta_{M}(\gamma)\right)$ and $\Sigma\left(\theta_{L}(\gamma)\right)$ of "good behavior" of the functions $M_{\gamma}(z)$ and $L_{\gamma}(z)$, respectively.

Theorem 3.6. If $0<\alpha, \beta \leq 1, \alpha \beta \neq 1$, and if $A$ is the generator of a bounded analytic semigroup of angle $\phi_{0} \in(0, \pi / 2]$, then $S_{\alpha, \beta}(t)$ is a bounded analytic solution operator of angle $\theta_{0}$, where

$$
\begin{equation*}
\theta_{0}=\min \left\{\frac{\alpha \phi_{0}}{\beta}+\frac{(2-\alpha-\beta) \pi}{2 \beta}, \frac{\pi}{2}\right\} . \tag{3.65}
\end{equation*}
$$

Proof. The proof of this statement is divided into two steps, based on subordination identities (3.5) and (3.8). We use the uniform boundedness of the integrals in (3.63) and (3.64), established in the previous section.

First step. Assume $S(t)$ is a bounded analytic semigroup of angle $\phi_{0}$, i.e. $S(t)$ admits an analytic extension to the sector $\Sigma\left(\phi_{0}\right)$ and it is bounded on each proper subsector, i.e.

$$
\begin{equation*}
\|S(z)\| \leq C, \quad z \in \overline{\Sigma(\phi)}, \quad \phi<\phi_{0} \tag{3.66}
\end{equation*}
$$

We start from the subordination identity (3.5). Let us consider the path in the complex plane

$$
\begin{equation*}
\Gamma_{R, \phi}=\{z=r, r \in[0, R]\} \cup\left\{z=R e^{\mathrm{i} \varphi}, \varphi \in[0, \phi]\right\} \cup\left\{z=r e^{\mathrm{i} \phi}, r \in[0, R]\right\} \tag{3.67}
\end{equation*}
$$

with counter-clockwise orientation, where $\phi \in\left(-\phi_{0}, \phi_{0}\right), R>0$. An application of Cauchy's theorem shows that $\int_{\Gamma_{R, \phi}} f_{\alpha}(t, z) S(z) d z=0$ and, letting $R \rightarrow \infty$, we obtain from (3.5) and (3.31)

$$
S_{\alpha, 1}(t)=\int_{0}^{\infty} f_{\alpha}\left(t, r e^{\mathrm{i} \phi}\right) S\left(r e^{\mathrm{i} \phi}\right) e^{\mathrm{i} \phi} d r=t^{-1 / \alpha} \int_{0}^{\infty} L_{\alpha}\left(r e^{\mathrm{i} \phi} t^{-1 / \alpha}\right) S\left(r e^{\mathrm{i} \phi}\right) e^{\mathrm{i} \phi} d r
$$

Now let

$$
\begin{equation*}
S_{\alpha, 1}(z)=z^{-1 / \alpha} \int_{0}^{\infty} L_{\alpha}\left(r e^{i \phi} z^{-1 / \alpha}\right) S\left(r e^{i \phi}\right) e^{i \phi} d r \tag{3.68}
\end{equation*}
$$

where $\alpha \phi-(1-\alpha) \pi / 2<\arg z<\alpha \phi+(1-\alpha) \pi / 2$. Let us set $z=\rho e^{i \psi}$ with $\rho>0$. Then (3.68) implies $|\phi-\psi / \alpha|<\theta_{L}(\alpha)$ with $\theta_{L}$ defined in (3.60) and

$$
\begin{aligned}
S_{\alpha, 1}(z) & =\rho^{-1 / \alpha} e^{-\mathrm{i} \psi / \alpha} \int_{0}^{\infty} L_{\alpha}\left(r e^{\mathrm{i} \phi} \rho^{-1 / \alpha} e^{-\mathrm{i} \psi / \alpha}\right) S\left(r e^{\mathrm{i} \phi}\right) e^{\mathrm{i} \phi} d r \\
& =e^{\mathrm{i}(\phi-\psi / \alpha)} \int_{0}^{\infty} L_{\alpha}\left(\sigma e^{\mathrm{i}(\phi-\psi / \alpha)}\right) S\left(\sigma \rho^{1 / \alpha} e^{\mathrm{i} \phi}\right) d \sigma,
\end{aligned}
$$

where we have set $\sigma=\rho^{-1 / \alpha} r$. Therefore, applying (3.66) and (3.64) we deduce

$$
\begin{align*}
\left\|S_{\alpha, 1}(z)\right\| & \leq \int_{0}^{\infty}\left|L_{\alpha}\left(\sigma e^{\mathrm{i}(\phi-\psi / \alpha)}\right)\right|\left\|S\left(\sigma \rho^{1 / \alpha} e^{\mathrm{i} \phi}\right)\right\| d \sigma  \tag{3.69}\\
& \leq C \int_{0}^{\infty}\left|L_{\alpha}\left(\sigma e^{\mathrm{i}(\phi-\psi / \alpha)}\right)\right| d \sigma \leq C_{1}
\end{align*}
$$

Varying $\phi \in\left(-\phi_{0}, \phi_{0}\right)$ in (3.68) provides an analytic extension of $S_{\alpha, 1}$ to the sector $\Sigma\left(\phi_{\alpha}\right)$, which is bounded on each proper subsector, where

$$
\begin{equation*}
\phi_{\alpha}=\alpha \phi_{0}+(1-\alpha) \pi / 2 . \tag{3.70}
\end{equation*}
$$

Second step. Let us apply now the subordination identity (3.8), where $S_{\alpha, 1}(t)$ is a bounded analytic solution operator of angle $\phi_{\alpha}$, defined in (3.70). We proceed in a way analogous to the first step. Take $\phi \in\left(-\phi_{\alpha}, \phi_{\alpha}\right)$ and consider the path (3.67). By applying the Cauchy's theorem it follows that

$$
\int_{\Gamma_{R, \phi}} \varphi_{\beta}(t, z) S_{\alpha, 1}(z) d z=0
$$

for $\phi \in\left(-\phi_{\alpha}, \phi_{\alpha}\right)$. Therefore, for $R \rightarrow \infty$ we obtain from (3.8), taking into account (3.31),

$$
S_{\alpha, \beta}(t)=\int_{0}^{\infty} \varphi_{\beta}\left(t, r e^{\mathrm{i} \phi}\right) S_{\alpha, 1}\left(r e^{\mathrm{i} \phi}\right) e^{\mathrm{i} \phi} d r=t^{-\beta} \int_{0}^{\infty} M_{\beta}\left(r e^{\mathrm{i} \phi} t^{-\beta}\right) S_{\alpha, 1}\left(r e^{\mathrm{i} \phi}\right) e^{\mathrm{i} \phi} d r
$$

Consider the operator-valued function

$$
\begin{equation*}
S_{\alpha, \beta}(z)=z^{-\beta} \int_{0}^{\infty} M_{\beta}\left(r e^{\mathrm{i} \phi} z^{-\beta}\right) S_{\alpha, 1}\left(r e^{\mathrm{i} \phi}\right) e^{\mathrm{i} \phi} d r \tag{3.71}
\end{equation*}
$$

where $\phi / \beta-(1 / \beta-1) \pi / 2<\arg z<\phi / \beta+(1 / \beta-1) \pi / 2$. Let $z=\rho e^{\mathrm{i} \psi}, \rho>0$. Then (3.71) implies $|\phi-\beta \psi|<\theta_{M}(\beta)$ with $\theta_{M}$ defined in (3.60) and

$$
\begin{aligned}
S_{\alpha, \beta}(z) & =\rho^{-\beta} e^{-\mathrm{i} \beta \psi} \int_{0}^{\infty} M_{\beta}\left(r e^{\mathrm{i} \phi} \rho^{-\beta} e^{-\mathrm{i} \beta \psi}\right) S_{\alpha, 1}\left(r e^{\mathrm{i} \phi}\right) e^{\mathrm{i} \phi} d r \\
& =e^{\mathrm{i}(\phi-\beta \psi)} \int_{0}^{\infty} M_{\beta}\left(\sigma e^{\mathrm{i}(\phi-\beta \psi)}\right) S_{\alpha, 1}\left(\sigma \rho^{\beta} e^{\mathrm{i} \phi}\right) d \sigma,
\end{aligned}
$$

where we have set $\sigma=\rho^{-\beta} r$. Applying (3.69) and (3.63) it follows

$$
\begin{aligned}
\left\|S_{\alpha, \beta}(z)\right\| & \leq \int_{0}^{\infty}\left|M_{\beta}\left(\sigma e^{\mathrm{i}(\phi-\beta \psi)}\right)\right|\left\|S_{\alpha, 1}\left(\sigma \rho^{\beta} e^{\mathrm{i} \phi}\right)\right\| d \sigma \\
& \leq C_{1} \int_{0}^{\infty}\left|M_{\beta}\left(\sigma e^{\mathrm{i}(\phi-\beta \psi)}\right)\right| d \sigma \leq C_{2} .
\end{aligned}
$$

Therefore, varying $\phi \in\left(-\phi_{\alpha}, \phi_{\alpha}\right)$ in (3.71) provides an analytic extension of $S_{\alpha, \beta}$ to the sector $\Sigma\left(\theta_{0}\right)$, which is bounded on each proper subsector, where

$$
\begin{equation*}
\theta_{0}=\phi_{\alpha} / \beta+(1 / \beta-1) \pi / 2 . \tag{3.72}
\end{equation*}
$$

Combining the results of the above two steps and inserting the value (3.70) of $\phi_{\alpha}$ in (3.72), we derive the angle of analyticity (3.65). In this way the statement is proven.

Particular cases of this result can be found in [2], see Theorem 3.8.3, as well as in $[9,66,10]$.

### 3.4 Multi-dimensional fundamental solution

First, let us recall that the Fourier transform of a function $v(x), x \in \mathbb{R}^{n}$, is defined by

$$
\mathcal{F}\{v\}(\xi)=\widetilde{v}(\xi)=\int_{\mathbb{R}^{n}} e^{\mathrm{i} \xi \cdot x} v(x) d x, \quad \xi \in \mathbb{R}^{n}
$$

The Fourier transform pair corresponding to the Laplace operator $\Delta$ of a function $v(x), x \in \mathbb{R}^{n}$, such that $\lim _{|x| \rightarrow \infty} v(x)=0$, is (see e.g. [3, Chapter 15])

$$
\begin{equation*}
\mathcal{F}\{\Delta v\}(\xi)=-|\xi|^{2} \mathcal{F}\{v\}(\xi), \quad \xi \in \mathbb{R}^{n} \tag{3.73}
\end{equation*}
$$

The main example of the considered abstract problem (3.4) is the space-time fractional diffusion equation

$$
\begin{equation*}
{ }^{C} D_{t}^{\beta} u(\mathbf{x}, t)=-(-\Delta)^{\alpha} u(\mathbf{x}, t), \quad t>0, \quad \mathbf{x} \in \mathbb{R}^{n} ; \quad u(\mathbf{x}, 0)=v(\mathbf{x}) \tag{3.74}
\end{equation*}
$$

where $0<\alpha, \beta \leq 1,{ }^{C} D_{t}^{\beta}$ is the Caputo time-fractional derivative, and $\Delta$ is the full-space fractional Laplace operator in $\mathbb{R}^{n}$. Then the fractional power $(-\Delta)^{\alpha}$ coincides with the pseudo-differential operator defined as follows

$$
\begin{equation*}
\mathcal{F}\left\{(-\Delta)^{\alpha} f ; \xi\right\}=|\xi|^{2 \alpha} \mathcal{F}\{f ; \xi\}, \quad \xi \in \mathbb{R}^{n} \tag{3.75}
\end{equation*}
$$

where $\mathcal{F}\{f ; \xi\}$ denotes the Fourier transform of a function $f$ at the point $\xi$. In particular, in the one-dimensional case $-(-\Delta)^{\alpha}$ coincides with the Riesz space-fractional derivative of order $2 \alpha$. We refer to the survey paper [64], where the equivalence of ten different definitions of full-space fractional Laplacian is proven.

Assume $X$ is one of the spaces $L^{p}\left(\mathbb{R}^{n}\right), 1<p<\infty$, or the space $C_{0}\left(\mathbb{R}^{n}\right)$ of continuous functions vanishing at infinity. Let $A=\Delta$ be the Laplace operator defined on $X$ with maximal domain. For details on the definition of the fullspace Laplace operator we refer to [79]. In this case the operator $(-A)^{\alpha}$ is defined by (3.75). The operator $A$ is a generator of a bounded analytic $C_{0^{-}}$ semigroup $S_{1,1}(t)$ with corresponding Green function [2]

$$
\begin{equation*}
\mathcal{G}_{1,1, n}(\mathbf{x}, t)=\frac{1}{(4 \pi t)^{n / 2}} e^{-|\mathbf{x}|^{2} / 4 t}, \quad \mathbf{x} \in \mathbb{R}^{n}, t>0 \tag{3.76}
\end{equation*}
$$

For any $0<\alpha \leq 1$ and $0<\beta \leq 1$ the solution operator $S_{\alpha, \beta}(t)$ of problem (3.74) is given by

$$
\left(S_{\alpha, \beta}(t) v\right)(\mathbf{x})=\int_{\mathbb{R}^{n}} \mathcal{G}_{\alpha, \beta, n}(\mathbf{y}, t) v(\mathbf{x}-\mathbf{y}) d \mathbf{y}, \quad v \in X, \quad t>0, \mathbf{x} \in \mathbb{R}^{n}
$$

where $\mathcal{G}_{\alpha, \beta, n}(\mathbf{x}, t)$ is the corresponding Green function. Therefore, the subordination formula (3.12) can be written in terms of Green functions as follows

$$
\begin{equation*}
\mathcal{G}_{\alpha, \beta, n}(\mathbf{x}, t)=\int_{0}^{\infty} \psi_{\alpha, \beta}(t, \tau) \mathcal{G}_{1,1, n}(\mathbf{x}, \tau) d \tau, \quad \mathbf{x} \in \mathbb{R}^{n} \tag{3.77}
\end{equation*}
$$

It is worth noting that some known basic properties of $\mathcal{G}_{\alpha, \beta, n}(\mathbf{x}, t)$ follow in a straightforward way from the subordination relation (3.77), taking into account that the subordination kernel is a PDF. In this way we can prove that for any dimension $n \geq 1$ the fundamental solution $\mathcal{G}_{\alpha, \beta, n}(\mathbf{x}, t)$ is a spatial PDF evolving in time:

$$
\mathcal{G}_{\alpha, \beta, n}(\mathbf{x}, t) \geq 0, \quad \int_{\mathbb{R}^{n}} \mathcal{G}_{\alpha, \beta, n}(\mathbf{x}, t) d \mathbf{x}=1
$$

Therefore, $\mathcal{G}_{\alpha, \beta, n}(\mathbf{x}, t), 0<\alpha, \beta \leq 1$, inherits this property of the classical Gaussian kernel $\mathcal{G}_{1,1, n}(\mathbf{x}, t)$. In a similar way, estimates for the fundamental solution $\mathcal{G}_{\alpha, \beta, n}(\mathbf{x}, t)$ can be derived from known estimates for the Gaussian kernel $\mathcal{G}_{1,1, n}(\mathbf{x}, t)$. For example, since $\left\|\mathcal{G}_{1,1, n}(\cdot, t)\right\|_{L^{1}\left(\mathbb{R}^{n}\right)}=1$ (see e.g.[2], Remark 3.7.10.), the subordination formula (3.77) together with properties (3.14)
imply

$$
\begin{aligned}
\left\|\mathcal{G}_{\alpha, \beta, n}(\cdot, t)\right\|_{L^{1}\left(\mathbb{R}^{n}\right)} & \leq \int_{0}^{\infty} \psi_{\alpha, \beta}(t, \tau)\left\|\mathcal{G}_{1,1, n}(\cdot, \tau)\right\|_{L^{1}\left(\mathbb{R}^{n}\right)} d \tau \\
& \leq \int_{0}^{\infty} \psi_{\alpha, \beta}(t, \tau) d \tau=1
\end{aligned}
$$

### 3.4.1 Some closed-form solutions

Based on (3.77) and (3.76), we find closed form expressions for $\mathcal{G}_{\alpha, \beta, n}(\mathbf{x}, t)$. Assume first $\alpha=\beta$. In this case Eq. (3.74) is the so-called $\alpha$-fractional diffusion equation studied in [69]. Taking into account (3.54), the subordination formula (3.77) reads

$$
\begin{equation*}
\mathcal{G}_{\alpha, \alpha, n}(\mathbf{x}, t)=\frac{1}{\pi} \int_{0}^{\infty} \frac{t^{\alpha} \tau^{\alpha-1} \sin \alpha \pi}{t^{2 \alpha}+2 t^{\alpha} \tau^{\alpha} \cos \alpha \pi+\tau^{2 \alpha}} \mathcal{G}_{1,1, n}(\mathbf{x}, \tau) d \tau, \quad \mathbf{x} \in \mathbb{R}^{n} \tag{3.78}
\end{equation*}
$$

For $\mathbf{x}=\mathbf{0}$ the integral in (3.78) is convergent only if $\alpha>n / 2$. Therefore, $\mathcal{G}_{\alpha, \alpha, n}(\mathbf{0}, t)$ is finite only for $n=1$ and $\alpha>1 / 2$. The same conclusion can be found in [69].

Next, applying the subordination formula (3.78), we derive a closed-form expression for the two-dimensional Green function. Plugging (3.76) with $n=2$ in (3.78) yields

$$
\begin{aligned}
\mathcal{G}_{\alpha, \alpha, 2}(\mathbf{x}, t) & =\frac{t^{\alpha}}{4 \pi^{2}} \int_{0}^{\infty} \frac{\tau^{\alpha-2} \sin \alpha \pi}{t^{2 \alpha}+2 t^{\alpha} \tau^{\alpha} \cos \alpha \pi+\tau^{2 \alpha}} e^{-|\mathbf{x}|^{2} / 4 \tau} d \tau \\
& =\frac{1}{4 \pi t} \int_{0}^{\infty} \frac{\sigma^{\alpha} \sin \alpha \pi}{\sigma^{2 \alpha}+2 \sigma^{\alpha} \cos \alpha \pi+1} e^{-\left(|\mathbf{x}|^{2} / 4 t\right) \sigma} d \sigma
\end{aligned}
$$

where we have made the change of variables $\sigma=t / \tau$. Formula (1.28) gives the following expression in terms of Mittag-Leffler functions

$$
\begin{equation*}
\mathcal{G}_{\alpha, \alpha, 2}(\mathbf{x}, t)=\frac{1}{4 \pi t}\left(|\mathbf{x}|^{2} / 4 t\right)^{\alpha-1} E_{\alpha, \alpha}\left(-\left(|\mathbf{x}|^{2} / 4 t\right)^{\alpha}\right), \quad \mathbf{x} \in \mathbb{R}^{2} \tag{3.79}
\end{equation*}
$$

Expression (3.79) can be found also in [70].
Further, we restrict our attention to the special case $\alpha=\beta=1 / 2$. Plugging (3.22) in the subordination formula (3.77) yields

$$
\begin{equation*}
\mathcal{G}_{1 / 2,1 / 2, n}(\mathbf{x}, t)=\frac{\sqrt{t}}{\pi} \int_{0}^{\infty} \frac{1}{\sqrt{\tau}(t+\tau)} \mathcal{G}_{1,1, n}(\mathbf{x}, \tau) d \tau, \quad \mathbf{x} \in \mathbb{R}^{n} \tag{3.80}
\end{equation*}
$$

Inserting (3.76) in (3.80) and introducing a new integration variable $\sigma=t / \tau$ gives

$$
\begin{equation*}
\mathcal{G}_{1 / 2,1 / 2, n}(\mathbf{x}, t)=\frac{\Gamma\left(\frac{n+1}{2}\right)}{2^{n} \pi^{n / 2+1} t^{n / 2}} U\left(\frac{n+1}{2}, \frac{n+1}{2}, \frac{|\mathbf{x}|^{2}}{4 t}\right), \quad \mathbf{x} \in \mathbb{R}^{n}, \tag{3.81}
\end{equation*}
$$

where $U$ is the Tricomi's confluent hypergeometric function (3.100).
Let us first note that relation (3.101) confirms that formula (3.81) with $n=2$ is the same as (3.79) with $\alpha=1 / 2$.

Applying (3.103), expression (3.81) for the Green function can be rewritten in terms of the incomplete Gamma function (3.102) as follows

$$
\begin{equation*}
\mathcal{G}_{1 / 2,1 / 2, n}(\mathbf{x}, t)=\frac{\Gamma\left(\frac{n+1}{2}\right)}{2^{n} \pi^{n / 2+1} t^{n / 2}} e^{|\mathbf{x}|^{2} / 4 t} \Gamma\left(\frac{1-n}{2}, \frac{|\mathbf{x}|^{2}}{4 t}\right), \quad \mathbf{x} \in \mathbb{R}^{n} \tag{3.82}
\end{equation*}
$$

In the one-dimensional case representations (3.81) and (3.82) reduce to

$$
\begin{equation*}
\mathcal{G}_{1 / 2,1 / 2,1}(x, t)=\frac{1}{2 \pi^{3 / 2} \sqrt{t}} e^{x^{2} / 4 t} \mathbb{E}_{1}\left(\frac{x^{2}}{4 t}\right) \tag{3.83}
\end{equation*}
$$

where $\mathbb{E}_{1}(z)$ is the exponential integral (3.105). The asymptotic expansion (3.107) implies for $x^{2} / 4 t \rightarrow \infty$ (i.e. as $x \rightarrow \infty$ and $t>0$ is fixed or $t \rightarrow 0$ and $x \neq 0$ is fixed)

$$
\mathcal{G}_{1 / 2,1 / 2,1}(x, t) \sim \frac{2 \sqrt{t}}{\pi^{3 / 2} x^{2}}, \quad x^{2} / 4 t \rightarrow \infty
$$

Similar asymptotic behaviour is observed for $\alpha>1 / 2$ in [69], Eq. 25.
On the other hand, the expansion (3.106) of the exponential integral gives for $x \in \mathbb{R}, x \neq 0$ and $t>0$

$$
\mathcal{G}_{1 / 2,1 / 2,1}(x, t)=\frac{e^{x^{2} / 4 t}}{2 \pi^{3 / 2} \sqrt{t}}\left(-\gamma-\ln \left(\frac{x^{2}}{4 t}\right)-\sum_{k=1}^{\infty} \frac{\left(x^{2} / 4 t\right)^{k}}{k(k!)}\right) .
$$

This expansion implies the following asymptotic behaviour

$$
\mathcal{G}_{1 / 2,1 / 2,1}(x, t) \sim \frac{\ln 4 t-\ln x^{2}}{2 \pi^{3 / 2} \sqrt{t}}, \quad x^{2} / 4 t \rightarrow 0
$$

Therefore, $\mathcal{G}_{1 / 2,1 / 2,1}(x, t) \rightarrow \infty$ with logarithmic growth as $x \rightarrow 0$ for any fixed $t>0$ and $\mathcal{G}_{1 / 2,1 / 2,1}(x, t) \rightarrow 0$ as $t \rightarrow \infty$ and $x \neq 0$ is fixed. Let us note that
when $\alpha>1 / 2$ the asymptotic behaviour of $\mathcal{G}_{\alpha, \alpha, 1}(x, t)$ as $x \rightarrow 0$ is of a power law type (see [69], Eq. 24), which is in contrast to the observed here logarithmic growth for $\alpha=1 / 2$.

In addition, inequalities (3.108) imply that the Green function $\mathcal{G}_{1 / 2,1 / 2,1}(x, t)$ is bracketed for any $x \in \mathbb{R}, x \neq 0$, and $t>0$ as follows

$$
\frac{1}{4 \pi^{3 / 2} \sqrt{t}} \ln \left(1+\frac{8 t}{x^{2}}\right)<\mathcal{G}_{1 / 2,1 / 2,1}(x, t)<\frac{1}{2 \pi^{3 / 2} \sqrt{t}} \ln \left(1+\frac{4 t}{x^{2}}\right) .
$$

Expressions for the multi-dimensional Green function $\mathcal{G}_{1 / 2,1 / 2, n}(\mathbf{x}, t)$ in terms of the exponential integral $\mathbb{E}_{1}$ (for odd dimensions) or the Mittag-Leffler function $E_{1 / 2,1 / 2}$ (for even dimensions) can be obtained from (3.83) and (3.79) by applying representation (3.82) and the recurrence relation (3.104) between the incomplete Gamma functions. For example, in this way we derive from (3.82), (3.83), and (3.104), the following expression for the three-dimensional Green function

$$
\mathcal{G}_{1 / 2,1 / 2,3}(\mathbf{x}, t)=\frac{1}{2 \pi^{5 / 2} \sqrt{t}|\mathbf{x}|^{2}}-\frac{1}{8 \pi^{5 / 2} t^{3 / 2}} e^{|\mathbf{x}|^{2} / 4 t} \mathbb{E}_{1}\left(\frac{|\mathbf{x}|^{2}}{4 t}\right), \quad \mathbf{x} \in \mathbb{R}^{3}
$$

Finally, we present an application of the subordination formula (3.27), which for $\beta=2 \alpha$ gives in terms of Green functions

$$
\begin{equation*}
\mathcal{G}_{\alpha / 2, \alpha, n}(\mathbf{x}, t)=\frac{1}{\pi} \int_{0}^{\infty} \frac{t^{\alpha} \tau^{\alpha-1} \sin \alpha \pi}{t^{2 \alpha}+2 t^{\alpha} \tau^{\alpha} \cos \alpha \pi+\tau^{2 \alpha}} \mathcal{G}_{1 / 2,1, n}(\mathbf{x}, \tau) d \tau, \quad \mathbf{x} \in \mathbb{R}^{n} \tag{3.84}
\end{equation*}
$$

where $\mathcal{G}_{1 / 2,1, n}(\mathbf{x}, t)$ is the $n$-dimensional Poisson kernel [2]

$$
\begin{equation*}
\mathcal{G}_{1 / 2,1, n}(\mathbf{x}, t)=\frac{\Gamma\left(\frac{n+1}{2}\right) t}{\pi^{(n+1) / 2}\left(t^{2}+|\mathbf{x}|^{2}\right)^{(n+1) / 2}}, \quad \mathbf{x} \in \mathbb{R}^{n} \tag{3.85}
\end{equation*}
$$

For example, applying (3.84) for $n=1$, we can recover the following known closed-form expression (see e.g. [76], Eq. (4.38))

$$
\begin{equation*}
\mathcal{G}_{\alpha / 2, \alpha, 1}(x, t)=\frac{1}{\pi} \frac{t^{\alpha} x^{\alpha-1} \sin (\alpha \pi / 2)}{t^{2 \alpha}+2 t^{\alpha} x^{\alpha} \cos (\alpha \pi / 2)+x^{2 \alpha}}, \quad x>0, t>0 . \tag{3.86}
\end{equation*}
$$

Indeed, starting from the following integral obtained from (3.84) and (3.85)

$$
\begin{equation*}
\mathcal{G}_{\alpha / 2, \alpha, 1}(x, t)=\frac{1}{\pi^{2}} \int_{0}^{\infty} \frac{t^{\alpha} \tau^{\alpha-1} \sin \alpha \pi}{t^{2 \alpha}+2 t^{\alpha} \tau^{\alpha} \cos \alpha \pi+\tau^{2 \alpha}} \frac{\tau}{\tau^{2}+x^{2}} d \tau \tag{3.87}
\end{equation*}
$$

inserting in (3.87) the identity

$$
\frac{1}{\tau^{2}+x^{2}}=\frac{1}{x} \int_{0}^{\infty} e^{-\tau \sigma} \sin x \sigma d \sigma
$$

and changing the order of integration we obtain by the use of (1.28)

$$
\begin{equation*}
\mathcal{G}_{\alpha / 2, \alpha, 1}(x, t)=\frac{t^{\alpha}}{\pi x} \int_{0}^{\infty} \sigma^{\alpha-1} E_{\alpha, \alpha}\left(-t^{\alpha} \sigma^{\alpha}\right) \sin x \sigma d \sigma . \tag{3.88}
\end{equation*}
$$

Note that the integral in (3.88) is convergent due to the asymptotic expansion (1.22) of the Mittag-Leffler function. Formal integration in (3.88) by using the identity $\sin a=\Im\left\{e^{i a}\right\}$ and the Laplace transform pair (1.27) yields (3.86).

### 3.4.2 Integral representations

According to the subordination relation (3.77) and the formula for the Gaussian kernel (3.76), the fundamental solution of problem (3.4) admits the representation

$$
\begin{equation*}
\mathcal{G}_{\alpha, \beta, n}(\mathbf{x}, t)=\frac{1}{(4 \pi)^{n / 2}} \int_{0}^{\infty} \psi_{\alpha, \beta}(t, \tau) \tau^{-n / 2} e^{-|\mathbf{x}|^{2} / 4 \tau} d \tau, \quad \mathbf{x} \in \mathbb{R}^{n}, t>0 \tag{3.89}
\end{equation*}
$$

Subordination formula (3.89) yields after the change of variables $\sigma=1 / \tau$

$$
\begin{equation*}
\mathcal{G}_{\alpha, \beta, n}(\mathbf{x}, t)=\frac{1}{(4 \pi)^{n / 2}} \int_{0}^{\infty} \psi_{\alpha, \beta}\left(t, \sigma^{-1}\right) \sigma^{n / 2-2} e^{-a \sigma} d \sigma, \quad a=|\mathbf{x}|^{2} / 4 . \tag{3.90}
\end{equation*}
$$

Applying the formula for the Laplace transform ([37], Section 4.1, Eq. (25))

$$
\int_{0}^{\infty} \sigma^{\nu-1} f\left(\sigma^{-1}\right) e^{-a \sigma} d \sigma=a^{-\frac{1}{2} \nu} \int_{0}^{\infty} s^{\frac{1}{2} \nu} J_{\nu}(2 \sqrt{a s}) \widehat{f}(s) d s, \quad \text { Re } \nu>-1,
$$

where $J_{\nu}(\cdot)$ denotes the Bessel function (3.109) and $\widehat{f}$ is the Laplace transform of $f$, we deduce from (3.90) and (3.16) the following representation

$$
\begin{equation*}
\mathcal{G}_{\alpha, \beta, n}(\mathbf{x}, t)=\frac{|\mathbf{x}|^{1-\frac{n}{2}}}{(2 \pi)^{\frac{n}{2}}} \int_{0}^{\infty} \sigma^{\frac{n}{2}} J_{\frac{n}{2}-1}(|\mathbf{x}| \sigma) E_{\beta}\left(-\sigma^{2 \alpha} t^{\beta}\right) d \sigma . \tag{3.91}
\end{equation*}
$$

The obtained integral representation (3.91) is not new, see e.g. [70, 30], where it is deduced applying a different argument.

Let us first note that for $\beta=1$ the integral in (3.91) is always convergent and gives the following representation for the fundamental solution to the spacefractional diffusion equation:

$$
\mathcal{G}_{\alpha, 1, n}(\mathbf{x}, t)=\frac{|\mathbf{x}|^{1-\frac{n}{2}}}{(2 \pi)^{n / 2}} \int_{0}^{\infty} \sigma^{n / 2} J_{\frac{n}{2}-1}(|\mathbf{x}| \sigma) \exp \left(-\sigma^{2 \alpha} t\right) d \sigma
$$

We observe, however, that if $\beta<1$ the integral in (3.91) is convergent only for very limited ranges for the values of the other two parameters. Indeed, according to the asymptotic expansions of the Bessel and the Mittag-Leffler functions, (3.111) and (1.24), the integral in (3.91) is convergent only in the following cases: $n=1$ and $\alpha>1 / 2$ or $n=2$ and $\alpha>3 / 4$. If $n \geq 3$ the integral is divergent for any $\alpha \in(0,1)$. Our aim here is to derive from (3.91) convergent integral representations for $n=1,2,3$, which hold for all $\alpha, \beta \in(0,1)$.

Let first $n=1$. Plugging in (3.91) the representation for $J_{-\frac{1}{2}}(\cdot)$ from (3.110) yields

$$
\begin{equation*}
\mathcal{G}_{\alpha, \beta, 1}(x, t)=\frac{1}{\pi} \int_{0}^{\infty} \cos (|x| \sigma) E_{\beta}\left(-\sigma^{2 \alpha} t^{\beta}\right) d \sigma \tag{3.92}
\end{equation*}
$$

which, according to (1.24), is convergent at $+\infty$ only if $2 \alpha>1$, unless $\beta=1$. However, we can improve the convergence by performing integration by parts in (3.92). We use the identity

$$
\begin{equation*}
\frac{d}{d \sigma} E_{\beta}\left(-\sigma^{2 \alpha} t^{\beta}\right)=-\frac{2 \alpha}{\beta} \sigma^{2 \alpha-1} t^{\beta} E_{\beta, \beta}\left(-\sigma^{2 \alpha} t^{\beta}\right), \tag{3.93}
\end{equation*}
$$

which is derived from (1.25). In this way the following integral representation is established.

Theorem 3.7. Let $0<\alpha, \beta \leq 1$ and $\alpha \beta \neq 1$. Then

$$
\begin{equation*}
\mathcal{G}_{\alpha, \beta, 1}(x, t)=\frac{2 \alpha}{\beta} \frac{t^{\beta}}{\pi|x|} \int_{0}^{\infty} \sin (|x| \sigma) \sigma^{2 \alpha-1} E_{\beta, \beta}\left(-\sigma^{2 \alpha} t^{\beta}\right) d \sigma . \tag{3.94}
\end{equation*}
$$

The asymptotic expression (1.24) indicates that the integral in (3.94) is convergent for all $0<\alpha, \beta \leq 1$. In the particular case $\alpha=\beta / 2$ representation (3.94) coincides with eq. (3.88).

Let us consider now $n=3$. Plugging in the general formula (3.91) the representation for $J_{\frac{1}{2}}(\cdot)$ from (3.110) yields

$$
\mathcal{G}_{\alpha, \beta, 3}(\mathbf{x}, t)=\frac{1}{2 \pi^{2}|\mathbf{x}|} \int_{0}^{\infty} \sigma \sin (|\mathbf{x}| \sigma) E_{\beta}\left(-\sigma^{2 \alpha} t^{\alpha}\right) d \sigma
$$

This integral is divergent for all $0<\alpha, \beta<1$. Integration by parts gives

$$
\mathcal{G}_{\alpha, \beta, 3}(\mathbf{x}, t)=\frac{1}{2 \pi^{2}|\mathbf{x}|^{2}} \int_{0}^{\infty} \cos (|\mathbf{x}| \sigma) \frac{d}{d \sigma}\left(\sigma E_{\beta}\left(-\sigma^{2 \alpha} t^{\alpha}\right)\right) d \sigma
$$

and, by applying formula (3.93), we obtain the following integral expression for the three-dimensional fundamental solution

$$
\begin{equation*}
\mathcal{G}_{\alpha, \beta, 3}(\mathbf{x}, t)=\frac{1}{2 \pi^{2}|\mathbf{x}|^{2}} \int_{0}^{\infty} \cos (|\mathbf{x}| \sigma) F_{\alpha, \beta}(\sigma, t) d \sigma \tag{3.95}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{\alpha, \beta}(\sigma, t)=E_{\beta}\left(-\sigma^{2 \alpha} t^{\beta}\right)-\frac{2 \alpha}{\beta} \sigma^{2 \alpha} t^{\beta} E_{\beta, \beta}\left(-\sigma^{2 \alpha} t^{\beta}\right) . \tag{3.96}
\end{equation*}
$$

The asymptotic expansions (1.24) of the Mittag-Leffler functions imply that the integral in (3.95) is convergent for $1 / 2<\alpha<1$ and $0<\beta \leq 1$. Applying again integration by parts in (3.95) yields

$$
\begin{equation*}
\mathcal{G}_{\alpha, \beta, 3}(\mathbf{x}, t)=\frac{1}{2 \pi^{2}|\mathbf{x}|^{3}} \int_{0}^{\infty} \sin (|\mathbf{x}| \sigma) H_{\alpha, \beta}(\sigma, t) d \sigma \tag{3.97}
\end{equation*}
$$

where $H_{\alpha, \beta}(\sigma, t)=-\frac{d}{d \sigma} F_{\alpha, \beta}(\sigma, t)$. Therefore, from (3.96), (1.25), and the identity

$$
\begin{equation*}
\frac{d}{d z}\left(z^{\alpha-1} E_{\alpha, \alpha}\left(-z^{\alpha}\right)\right)=z^{\alpha-2} E_{\alpha, \alpha-1}\left(-z^{\alpha}\right) \tag{3.98}
\end{equation*}
$$

it follows

$$
\begin{equation*}
H_{\alpha, \beta}(\sigma, t)=\mu \sigma^{2 \alpha-1} t^{\beta}\left((1+\mu) E_{\beta, \beta}\left(-\sigma^{2 \alpha} t^{\beta}\right)+\mu E_{\beta, \beta-1}\left(-\sigma^{2 \alpha} t^{\beta}\right)\right), \tag{3.99}
\end{equation*}
$$

where $\mu=2 \alpha / \beta$. The asymptotic behavior of the Mittag-Leffler functions (1.24) implies that the integral in (3.97) is convergent for all $0<\alpha, \beta<1$.

We summarize the result for the three-dimensional case as follows.
Theorem 3.8. Let $0<\alpha, \beta \leq 1, \alpha \beta \neq 1$, and $n=3$. Then the fundamental solution admits the integral representation (3.97), where the function $H_{\alpha, \beta}$ is defined in (3.99).

In an analogous way, for $n=2$ we deduce from (3.91) and (3.110) the following result.

Theorem 3.9. Let $0<\alpha, \beta \leq 1$ and $\alpha \beta \neq 1$. Then

$$
\mathcal{G}_{\alpha, \beta, 2}(\mathbf{x}, t)=-\frac{1}{2 \pi^{2}|\mathbf{x}|^{2}} \int_{0}^{\pi} \frac{1}{\cos ^{2} \theta}\left(1+\int_{0}^{\infty} \cos (|\mathbf{x}| \sigma \cos \theta) H_{\alpha, \beta}(\sigma, t) d \sigma\right) d \theta
$$

where the function $H_{\alpha, \beta}$ is defined in (3.99).
Let us emphasize that identities for the derivatives of Mittag-Leffler functions (1.25) and (3.98) together with the asymptotic expansions (1.24) show a faster decay for large $|z|$ after repeated differentiation, which is essentially used in the above representations.

### 3.5 Appendix: some special functions

The Tricomi's confluent hypergeometric function can be defined by the Laplace integral ([1], Eq. 13.2.5)

$$
\begin{equation*}
U(a, c, z)=\frac{1}{\Gamma(a)} \int_{0}^{\infty} \xi^{a-1}(1+\xi)^{c-a-1} e^{-z \xi} d \xi, a>0, z>0 . \tag{3.100}
\end{equation*}
$$

The following representations of Mittag-Leffler functions in terms of Tricomi's confluent hypergeometric function can be obtained from (1.28) for $\alpha=\beta=1 / 2$

$$
\begin{align*}
E_{1 / 2}\left(-t^{1 / 2}\right) & =\frac{1}{\sqrt{\pi}} U(1 / 2,1 / 2, t)  \tag{3.101}\\
t^{-1 / 2} E_{1 / 2,1 / 2}\left(-t^{1 / 2}\right) & =\frac{1}{2 \sqrt{\pi}} U(3 / 2,3 / 2, t) .
\end{align*}
$$

For $a=c$ the Tricomi's confluent hypergeometric function (3.100) is related to the upper incomplete Gamma function

$$
\begin{equation*}
\Gamma(a, z)=\int_{z}^{\infty} \xi^{a-1} e^{-\xi} d \xi \tag{3.102}
\end{equation*}
$$

as follows ([1], Eq. 13.6.28)

$$
\begin{equation*}
U(a, a, z)=e^{z} \Gamma(1-a, z) . \tag{3.103}
\end{equation*}
$$

Integration by parts in (3.102) yields the following recurrence relation

$$
\begin{equation*}
\Gamma(a+1, z)=z^{a} e^{-z}+a \Gamma(a, z) . \tag{3.104}
\end{equation*}
$$

The incomplete Gamma function (3.102) with $a=0$ gives the exponential integral

$$
\begin{equation*}
\mathbb{E}_{1}(z)=\int_{z}^{\infty} \frac{e^{-\xi}}{\xi} d \xi \tag{3.105}
\end{equation*}
$$

which satisfies $\mathbb{E}_{1}(z)=\Gamma(0, z)=e^{-z} U(1,1, z)$. For real or complex arguments off the negative real axis, it can be expressed as ([1], Eq. 5.1.11)

$$
\begin{equation*}
\mathbb{E}_{1}(z)=-\gamma-\ln z-\sum_{k=1}^{\infty} \frac{(-z)^{k}}{k(k!)}, \quad|\arg z|<\pi, \tag{3.106}
\end{equation*}
$$

where $\gamma$ is the Euler-Mascheroni constant. For large values of $\Re z$ the following approximation is valid [27]

$$
\begin{equation*}
\mathbb{E}_{1}(z) \sim \frac{e^{-z}}{z} \sum_{k=0}^{N-1} \frac{k!}{(-z)^{k}} \tag{3.107}
\end{equation*}
$$

For real positive values of the argument the exponential integral can be bracketed by elementary functions as follows ([1], Eq. 5.1.20)

$$
\begin{equation*}
0.5 e^{-x} \ln (1+2 / x)<\mathbb{E}_{1}(x)<e^{-x} \ln (1+1 / x), \quad x>0 . \tag{3.108}
\end{equation*}
$$

The Bessel function of the first kind $J_{\nu}(z)$ is defined by the series [1]

$$
\begin{equation*}
J_{\nu}(z)=\sum_{k=0}^{\infty} \frac{(-1)^{k}(z / 2)^{\nu+2 k}}{k!\Gamma(\nu+k+1)} . \tag{3.109}
\end{equation*}
$$

The following particular expressions are of interest in this dissertation

$$
\begin{align*}
J_{-1 / 2}(z) & =\sqrt{\frac{2}{\pi z}} \cos z \\
J_{1 / 2}(z) & =\sqrt{\frac{2}{\pi z}} \sin z  \tag{3.110}\\
J_{0}(z) & =\frac{1}{\pi} \int_{0}^{\pi} \cos (z \cos \theta) d \theta
\end{align*}
$$

The asymptotic expansions of the Bessel function $J_{\nu}(r)$ for small and large real arguments are as follows

$$
J_{\nu}(r) \sim\left\{\begin{array}{l}
\frac{1}{\Gamma(\nu+1)}\left(\frac{r}{2}\right)^{\nu}, r \rightarrow 0  \tag{3.111}\\
\sqrt{\frac{2}{\pi r}} \cos (r-\nu \pi / 2-\pi / 4), \quad r \rightarrow+\infty
\end{array}\right.
$$

## Chapter 4

## Transition from diffusion to wave propagation

In this chapter we study a fractional Jeffreys-type heat conduction equation as a model problem to demonstrate the application of the general subordination theorem (Theorem 2.4). This is an evolution equation containing time-fractional differential operators, which, depending on the model parameters, obeys two different subordination properties, and, respectively, two fundamentally different types of behaviour: diffusion and wave propagation. The one-dimensional Cauchy problem is studied and explicit representations for the fundamental solution and the mean squared displacement are derived. The fundamental solution is shown to be a spatial probability density function evolving in time, which is unimodal in the diffusion regime and bimodal in the propagation regime.

### 4.1 Problem formulation

The heat conduction equation with a fractional Jeffreys-type constitutive law in abstract form reads as follows [6], Chapter 7,

$$
\begin{equation*}
\left(1+a D_{t}^{\alpha}\right) u^{\prime}(t)=\left(1+b D_{t}^{\alpha}\right) A u(t), \quad t>0, \tag{4.1}
\end{equation*}
$$

where $D_{t}^{\alpha}$ is the fractional Riemann-Liouville derivative of order $\alpha \in(0,1]$, $a \geq 0, b \geq 0$ are given parameters, and $A$ is a closed linear densely defined operator in a Banach space $X$ (usually $A$ is some realization of the Laplace operator, one example is the operator defined in (2.20)). The equation (4.1) is
supplemented with the usual initial conditions $u(0)=v \in X$ and $u^{\prime}(0)=0$. For derivation details and relevant references we refer to [22].

In this chapter the main emphasis will be on the differences in the model governed by equation (4.1) in the two cases: $a<b$ and $a>b$, where $\alpha \in(0,1]$ is arbitrarily chosen. Based on the theory of Bernstein functions, we establish two different types of subordination principles in the two cases: for $a<b$ the equation is subordinated to the first order Cauchy problem (2.6), while for $a<b$ it is subordinated to the second order Cauchy problem (2.7). Accordingly, two fundamentally different types of behavior are established in the two cases: diffusion regime for $a<b$ and wave propagation regime for $a>b$. This is a demonstration how the subordination principle can be applied for the proper classification and understanding of the variety of mathematical models in the form of generalized fractional evolution equations.

### 4.2 Subordination results

We first recast the fractional Jeffreys-type heat conduction equation (4.1) as a Volterra integral equation. By the use of (1.17) equation (4.1) with initial conditions $u(0)=v$ and $u^{\prime}(0)=0$ in Laplace domain reads

$$
\begin{equation*}
\widehat{u}(s)=v \frac{1}{s}+\frac{1+b s^{\alpha}}{s\left(1+a s^{\alpha}\right)} A \widehat{u}(s) . \tag{4.2}
\end{equation*}
$$

Taking the inverse Laplace transform in (4.2) yields the Volterra integral equation

$$
\begin{equation*}
u(t)=v+\int_{0}^{t} k(t-\tau) A u(\tau) d \tau \tag{4.3}
\end{equation*}
$$

with kernel $k(t)$ satisfying $\widehat{k}(s)=1 / g(s)$, where

$$
\begin{equation*}
g(s)=\frac{s\left(1+a s^{\alpha}\right)}{1+b s^{\alpha}}, \quad s>0 . \tag{4.4}
\end{equation*}
$$

Applying inverse Laplace transform we derive by the use of (1.27) the explicit representation for the kernel

$$
\begin{equation*}
k(t)=1-\left(1-\frac{b}{a}\right) E_{\alpha}\left(-\frac{1}{a} t^{\alpha}\right) . \tag{4.5}
\end{equation*}
$$

Let us note that $k(t)>0$. Indeed, according to (1.25), the first derivative of $k(t)$ is

$$
k^{\prime}(t)=\frac{1}{a}\left(1-\frac{b}{a}\right) t^{\alpha-1} E_{\alpha, \alpha}\left(-\frac{1}{a} t^{\alpha}\right) .
$$

Therefore, for $a<b$ the function $k(t)$ is decreasing from $k(0)=b / a>1$ to $k(+\infty)=1$ and for $a>b$ the function $k(t)$ is increasing from $k(0)=b / a<1$ to $k(+\infty)=1$. Moreover, the complete monotonicity of the Mittag-Leffler type function $t^{\alpha-1} E_{\alpha, \alpha}\left(-t^{\alpha} / a\right)$ implies $k(t) \in \mathcal{C} \mathcal{M} \mathcal{F}$ for $a<b$ and $k(t) \in \mathcal{B} \mathcal{F}$ for $a>b$.

The following properties of the function $g(s)$ play a crucial role in the study of equations (4.3) and (4.1).

Proposition 4.1. Let $0<\alpha \leq 1$. For any $a, b \geq 0$ the function $\sqrt{g(s)}$ is a complete Bernstein function. If moreover $0 \leq a<b$ then $g(s)$ is a complete Bernstein function.

Proof. We use the relation $g(s)=s f(s)$, where

$$
f(s)=\frac{1+a s^{\alpha}}{1+b s^{\alpha}}
$$

The function $f(s)$ satisfies the properties:

- $f(s) \in \mathcal{S F}$ for $a<b$;
- $f(s) \in \mathcal{C B F}$ for $a>b$.

Taking into account (P8) in Proposition 2.1 it is sufficient to prove only one of these two properties. Let $a<b$ and use the representation

$$
\begin{equation*}
f(s)=\frac{a}{b}\left(\frac{1}{a}-\frac{1}{b}\right) \frac{1}{s^{\alpha}+1 / b}+\frac{a}{b} . \tag{4.6}
\end{equation*}
$$

Since $s^{\alpha} \in \mathcal{C B F}$, then $s^{\alpha}+1 / b \in \mathcal{C B F}$ and therefore, (P8) in Proposition 2.1 implies $\left(s^{\alpha}+1 / b\right)^{-1} \in \mathcal{S F}$. Therefore, $f(s)$ is a Stieltjes function for $a<b$ as a linear combination with positive coefficients of two Stieltjes functions. In this way the properties of $f(s)$ are proved.

Let $a<b$. Then $f(s) \in \mathcal{S F}$, which according to (P8) in Proposition 2.1 implies $g(s) \in \mathcal{C B F}$. Since square root of a complete Bernstein function is again a complete Bernstein function (by (P11) in Proposition 2.1), this also gives $\sqrt{g(s)} \in \mathcal{C B F}$.

If $a>b$ then $f(s) \in \mathcal{C B F}$. Therefore, $g(s)$ is a product of two complete Bernstein functions ( $s$ and $f(s)$ ) and (2.2) implies $\sqrt{g(s)} \in \mathcal{C B F}$.

An alternative way to check that $\sqrt{g(s)} \in \mathcal{C B F}$ for $a>b$ is as follows. Consider the function $h(s)=\sqrt{g(s)} / s$. Then

$$
h^{2}(s)=\frac{1+a s^{\alpha}}{s\left(1+b s^{\alpha}\right)}
$$

is a Stieltjes function since, according to (1.27), it is Laplace transform of the completely monotone function $1+(a / b-1) E_{\alpha}\left(-t^{\alpha} / b\right)$. On the other hand, $s^{1 / 2}$ is a complete Bernstein function. This together with property (P12) in Proposition 2.1 implies that $h(s)$ is a Stieltjes function. Then property (P7) implies $\sqrt{g(s)}=\operatorname{sh}(s)$ is a complete Bernstein function.

Let us point out that $g(s) \notin \mathcal{C B F}$ for $a>b$. In fact, $g(s)$ is not even a Bernstein function in this case. Indeed, for $s \rightarrow 0$ we have the asymptotic expansion $g(s) \sim s+(a-b) s^{\alpha+1}$ and thus $g^{\prime \prime}(s) \sim(a-b)(\alpha+1) \alpha s^{\alpha-1}>0$ for $a>b$, hence $g(s) \notin \mathcal{B} \mathcal{F}$.

Now we can apply the general subordination theorem (Theorem 2.4) and formulate the following subordination principles.

Theorem 4.1. Let $a, b \geq 0$ and $0<\alpha \leq 1$. Assume the operator $A$ is a generator of a bounded strongly continuous cosine function $S_{2}(t)$. Then problem (4.1) is well posed and the corresponding solution operator $S(t)$ satisfies the following subordination relation

$$
\begin{equation*}
S(t)=\int_{0}^{\infty} \varphi_{1}(t, \tau) S_{2}(\tau) d \tau, \quad t>0 \tag{4.7}
\end{equation*}
$$

where the kernel $\varphi_{1}(t, \tau)$ is a unilateral probability density (i.e. satisfies (2.26)), which is defined via the Laplace transform

$$
\begin{equation*}
\widehat{\varphi}_{1}(s, \tau)=\frac{\sqrt{g(s)}}{s} \exp (-\tau \sqrt{g(s)}), \quad s, \tau>0 \tag{4.8}
\end{equation*}
$$

Theorem 4.2. Let $0 \leq a<b$ and $0<\alpha \leq 1$. Suppose the operator $A$ is $a$ generator of a bounded $C_{0}$-semigroup of operators $S_{1}(t)$. Then problem (4.1) is well posed with solution operator $S(t)$ satisfying the subordination relation

$$
S(t)=\int_{0}^{\infty} \varphi_{2}(t, \tau) S_{1}(\tau) d \tau, \quad t>0
$$

The kernel $\varphi_{2}(t, \tau)$ is a unilateral probability density (i.e. satisfies (2.26)), which is defined via the Laplace transform

$$
\widehat{\varphi}_{2}(s, \tau)=\frac{g(s)}{s} \exp (-\tau g(s)), \quad s, \tau>0
$$

A stronger subordination result in the case $a>b \geq 0$ is established next.
Theorem 4.3. Let $a>b \geq 0$ and $0<\alpha \leq 1$. Suppose the fractional evolution equation (2.8) of order $\alpha+1$ is well posed and admits a bounded solution operator $S_{\alpha+1}(t)$. Then problem (4.1) is well posed and the corresponding solution operator $S(t)$ satisfies the subordination relation

$$
S(t)=\int_{0}^{\infty} \varphi(t, \tau) S_{\alpha+1}(\tau) d \tau, \quad t>0
$$

The kernel $\varphi(t, \tau)$ is a unilateral probability density (i.e. satisfies (2.26)), which is defined via the Laplace transform

$$
\widehat{\varphi}(s, \tau)=\frac{g(s)^{1 /(\alpha+1)}}{s} \exp \left(-\tau g(s)^{1 /(\alpha+1)}\right), \quad s, \tau>0
$$

Proof. According to Theorem 2.4 we need to prove

$$
\begin{equation*}
g(s)^{1 /(\alpha+1)} \in \mathcal{C B F} \tag{4.9}
\end{equation*}
$$

for the function $g(s)$, defined in (4.4). According to property (P7) in Proposition 2.1) (4.9) holds if and only if

$$
h(s)=\frac{g(s)^{1 /(\alpha+1)}}{s} \in \mathcal{S F}
$$

We observe that

$$
(h(s))^{\alpha+1}=\frac{g(s)}{s^{\alpha+1}}=\frac{1+a s^{\alpha}}{s^{\alpha}\left(1+b s^{\alpha}\right)}=\frac{1}{s^{\alpha}}+\frac{a / b-1}{s^{\alpha}+1 / b} \in \mathcal{S F},
$$

since $s^{\alpha} \in \mathcal{C B F}, a>b>0$, and using properties (P2) and (P8) from Proposition 2.1. Let $F(s)=s^{1 /(\alpha+1)}$. Then $F(s) \in \mathcal{C B F}$ for $0<\alpha<1$. Then $\left.h(s)=F(h(s))^{\alpha+1}\right)$ composition property ( $\mathbf{P} 12$ ) yields $h(s) \in \mathcal{S F}$.

Let us note that property (4.9) can be used to give an example of application of Theorem 2.5. Indeed, it implies for the analytic extension of $\sqrt{g(s)}$ to $\mathbb{C} \backslash(-\infty, 0]$

$$
\begin{equation*}
|\arg \sqrt{g(z)}| \leq \frac{\alpha+1}{2}|\arg z|, \quad z \in \mathbb{C} \backslash(-\infty, 0] \tag{4.10}
\end{equation*}
$$

If $\alpha<1$ and the operator $A$ is a generator of a bounded cosine function $S_{2}(t)$ then since $\frac{\alpha+1}{2}<1$ the subordinated solution operator $S(t)$ is a bounded analytic solution operator in some sector of the complex plane.

### 4.3 One-dimensional Cauchy problem

Consider the one-dimensional Cauchy problem for the fractional Jeffreys' heat conduction equation

$$
\begin{align*}
& \left(1+a D_{t}^{\alpha}\right) \frac{\partial}{\partial t} u(x, t)=\left(1+b D_{t}^{\alpha}\right) \frac{\partial^{2}}{\partial x^{2}} u(x, t), \quad x \in \mathbb{R}, t>0  \tag{4.11}\\
& u(x, 0)=u_{0}(x) ; \lim _{t \rightarrow 0^{+}} \frac{\partial}{\partial t} u(x, t)=0, \quad x \in \mathbb{R}  \tag{4.12}\\
& \lim _{|x| \rightarrow \infty} u(x, t)=0, \quad t>0 \tag{4.13}
\end{align*}
$$

Problem (4.11)-(4.12)-(4.13) is conveniently treated using Laplace transform with respect to the temporal variable and Fourier transform with respect to the spatial variable.

By applying Laplace and Fourier transforms to equation (4.11) and taking into account initial conditions (4.12), the boundary condition (4.13), and identities (1.17) and (3.73) we derive the solution in Fourier-Laplace domain

$$
\begin{equation*}
\widehat{\widetilde{u}}(\xi, s)=\frac{g(s) / s}{g(s)+|\xi|^{2}} \widetilde{u}_{0}(\xi), \quad \xi \in \mathbb{R}, \quad s>0 \tag{4.14}
\end{equation*}
$$

where $g(s)$ denotes the characteristic function, defined in (4.4).
Therefore, the solution of the Cauchy problem (4.11)-(4.12)-(4.13) is given by the integral

$$
u(x, t)=\int_{-\infty}^{\infty} \mathcal{G}(x-y, t) u_{0}(y) d y, \quad x \in \mathbb{R}, \quad t>0
$$

where $\mathcal{G}(x, t)$ is the fundamental solution (Green function), defined in FourierLaplace domain as

$$
\begin{equation*}
\widehat{\widetilde{\mathcal{G}}}(\xi, s)=\frac{g(s) / s}{g(s)+|\xi|^{2}}, \quad \xi \in \mathbb{R}, \quad s>0 \tag{4.15}
\end{equation*}
$$

By inversion of the Fourier transform and using the well-known formula

$$
\mathcal{F}\{\exp (-c|x|)\}(\xi)=\frac{2 c}{c^{2}+\xi^{2}}, \quad c>0 ; \quad x, \xi \in \mathbb{R}
$$

we derive the Laplace transform of the fundamental solution

$$
\begin{equation*}
\widehat{\mathcal{G}}(x, s)=\frac{\sqrt{g(s)}}{2 s} \exp (-|x| \sqrt{g(s)}), \quad x \in \mathbb{R} \tag{4.16}
\end{equation*}
$$

Let us note the relation with the subordination kernel, which Laplace transform is given in (4.8).

Let us note that in the special case $a=b$ equation (4.11) reduces to the classical diffusion equation. The fundamental solution in this special case is the Gaussian function

$$
\mathcal{G}_{1}(x, t)=\frac{1}{(4 \pi t)^{1 / 2}} \exp \left(-|x|^{2} / 4 t\right), \quad x \in \mathbb{R}, t>0
$$

### 4.3.1 Fundamental solution

To study the behavior of the fundamental solution $\mathcal{G}(x, t)$, the properties of the characteristic function $g(s)$ from Proposition 4.1 are used.

Theorem 4.4. The fundamental solution $\mathcal{G}(x, t)$ is a spatial probability density function evolving in time.

Proof. For the proof we use representation (4.16). First, cccording to Proposition $4.1 \sqrt{g(s)} \in \mathcal{C B F} \subset \mathcal{B F}$ for all values of the parameters $a, b$. Then property (2.3) yields $\widehat{\mathcal{G}}(x, s) \in \mathcal{C} \mathcal{M} \mathcal{F}$. Therefore, by Bernstein's theorem, $\mathcal{G}(x, t) \geq 0$. Further, (4.16) yields

$$
\mathcal{L}\left\{\int_{-\infty}^{\infty} \mathcal{G}(x, t) \mathrm{d} x\right\}=\int_{-\infty}^{\infty} \widehat{\mathcal{G}}(x, s) d x=\frac{\sqrt{g(s)}}{s} \int_{0}^{\infty} \exp (-x \sqrt{g(s)}) d x=\frac{1}{s}
$$

and, applying inverse Laplace transform we obtain

$$
\int_{-\infty}^{\infty} \mathcal{G}(x, t) d x=1
$$

The theorem is proved.
To find explicit integral expression for the fundamental solution $\mathcal{G}(x, t)$ we apply integral inversion formula for Laplace transform to (4.16), which yields for $x \in \mathbb{R} \backslash\{0\}$ and $t>0$

$$
\mathcal{G}(x, t)=\frac{1}{2 \pi \mathrm{i}} \int_{c-\mathrm{i} \infty}^{c+\mathrm{i} \infty} \mathrm{e}^{s t} \widehat{\mathcal{G}}(x, s) d s=\frac{1}{4 \pi \mathrm{i}} \int_{c-\mathrm{i} \infty}^{c+\mathrm{i} \infty} \frac{\sqrt{g(s)}}{s} \exp (s t-|x| \sqrt{g(s)}) d s
$$

where $c>0$.
The function under the integral sign is holomorphic with $s=0$ and $s=\infty$ as the only branch points. It has no singularities in $\mathbb{C}$ cut along the negative real axis. Hence, the integral can be evaluated using the Cauchy's theorem and the integration on the Bromwich path $\{s \in \mathbb{C} \mid \Re s=c, \Im s \in(-\infty,+\infty)\}$ can be replaced by an integral over the composite contour

$$
\Gamma=\Gamma_{1}^{-} \cup \Gamma_{2}^{-} \cup \Gamma_{3} \cup \Gamma_{2}^{+} \cup \Gamma_{1}^{+},
$$

where

$$
\begin{aligned}
& \Gamma_{1}^{ \pm}=\{s=q \pm \mathrm{i} R, \quad q \in(0, c)\}, \quad \Gamma_{2}^{ \pm}=\left\{s=r e^{ \pm \mathrm{i} \pi / 2}, \quad r \in(\rho, R)\right\}, \\
& \Gamma_{3}=\left\{s=\rho e^{\mathrm{i} \theta}, \quad \theta \in(-\pi / 2, \pi / 2)\right\},
\end{aligned}
$$

with appropriate orientation (see Figure 3.1) and letting $\rho \rightarrow 0, R \rightarrow \infty$.
The integrals on the contours $\Gamma_{1}^{+}$and $\Gamma_{1}^{-}$vanish for $R \rightarrow \infty$ due to the following asymptotic expression

$$
|\sqrt{g(s)}| \sim \sqrt{\frac{a}{b}|s|}=\left(\frac{a}{b}\left(q^{2}+R^{2}\right)^{1 / 2}\right)^{1 / 2}, \quad R \rightarrow \infty
$$

and

$$
\Re \sqrt{g(s)} \sim \sqrt{\frac{a}{b}|s|} \cos \frac{\arg s}{2} \sim\left(\frac{a}{b}\left(q^{2}+R^{2}\right)^{1 / 2}\right)^{1 / 2} \cos ( \pm \pi / 4), \quad R \rightarrow \infty
$$

Moreover, since

$$
\lim _{|s| \rightarrow 0} s\left(\frac{\sqrt{g(s)}}{s} \exp (s t-|x| \sqrt{g(s)})\right)=0
$$

it follows that the integral on the semi-circular contour $\Gamma_{3}$ also vanishes. Therefore, the original integral yields

$$
\begin{aligned}
\mathcal{G}(x, t)= & =\frac{1}{4 \pi \mathrm{i}} \lim _{\rho \rightarrow 0, R \rightarrow \infty} \int_{\Gamma_{2}^{-} \cup \Gamma_{2}^{+}} \frac{\sqrt{g(s)}}{s} \exp (s t-|x| \sqrt{g(s)}) d s \\
& =\frac{1}{2 \pi} \int_{0}^{\infty} \Im\{\sqrt{g(\mathrm{i} r)} \exp (\mathrm{i} r t-|x| \sqrt{g(\mathrm{i} r)})\} \frac{d r}{r} .
\end{aligned}
$$

To express the imaginary part under the integral sign in terms of elementary real functions we apply the formula for real and imaginary parts of the square root of a complex number $z$ :

$$
\begin{align*}
& \Re\left\{z^{1 / 2}\right\}=\frac{1}{\sqrt{2}}\left(a+\left(a^{2}+b^{2}\right)^{1 / 2}\right)^{1 / 2}, \\
& \Im\left\{z^{1 / 2}\right\}=\frac{b}{|b| \sqrt{2}}\left(-a+\left(a^{2}+b^{2}\right)^{1 / 2}\right)^{1 / 2}, \tag{4.17}
\end{align*}
$$

where $a=\Re z, b=\Im z$. In this way we obtain after some standard manipulations the following result.

Theorem 4.5. The fundamental solution $\mathcal{G}(x, t)$ of the Cauchy problem (4.11)-(4.12)-(4.13) admits the following integral representation for $x \in \mathbb{R} \backslash\{0\}$ and $t>0$ :

$$
\begin{align*}
\mathcal{G}(x, t) & =\frac{1}{2 \pi} \int_{0}^{\infty} \exp \left(-|x| K^{-}(r)\right)\left(K^{-}(r) \sin \left(r t-|x| K^{+}(r)\right)\right. \\
& \left.+K^{+}(r) \cos \left(r t-|x| K^{+}(r)\right)\right) \frac{d r}{r} \tag{4.18}
\end{align*}
$$

where the functions $K^{ \pm}(r)$ are defined by

$$
\begin{equation*}
K^{ \pm}(r)=\left(\frac{r}{2}\right)^{1 / 2}\left(\left(A^{2}(r)+B^{2}(r)\right)^{1 / 2} \pm A(r)\right)^{1 / 2} \tag{4.19}
\end{equation*}
$$

with

$$
\begin{aligned}
& A(r)=\frac{(a-b) r^{\alpha} \sin (\alpha \pi / 2)}{1+2 b r^{\alpha} \cos (\alpha \pi / 2)+b^{2} r^{2 \alpha}} \\
& B(r)=\frac{1+(a+b) r^{\alpha} \cos (\alpha \pi / 2)+a b r^{2 \alpha}}{1+2 b r^{\alpha} \cos (\alpha \pi / 2)+b^{2} r^{2 \alpha}}
\end{aligned}
$$



Figure 4.1: Plots of the the fundamental solution $\mathcal{G}(x, t)$ versus $x(x>0)$ for different values of $t ; a=\tau_{q}, b=\tau_{T} ;(\mathbf{a})$ diffusion regime $(a<b) ;(\mathbf{b})$ propagation regime $(a>b)$.

We note that the convergence of the integral in (4.18) is guaranteed by the following properties of the functions $K^{ \pm}(r): K^{ \pm}(r)>0, K^{ \pm}(r) \sim r^{(1-\alpha) / 2}$ as $r \rightarrow+\infty$ and $K^{ \pm}(r) \sim r^{(1+\alpha) / 2}$ as $r \rightarrow 0$.

In [22] the integral representation (4.18) is used for numerical computation and visualization of the fundamental solution. Figures 4.1 and 4.2 are from this publication.

Fig. 4.1 shows the evolution in time of the fundamental solution $\mathcal{G}(x, t)$, starting from a delta function $\delta(x)$ at $t=0$. The solution is plotted for five different time instances. In the diffusion regime (a) the maximum remains at $t=0$, i.e. the probability density function is unimodal. In the propagation regime (b) the maximum moves away from the origin, the PDF is bimodal.

In Fig. 4.2 the fundamental solution is plotted for different values of the fractional parameter $\alpha \in(0,1]$. For $\alpha \rightarrow 1$ the solution approaches that of the classical Jeffreys' heat conduction equation. For $\alpha \rightarrow 0$ the fractional derivatives become identity operators and (4.11) approaches the classical diffusion equation with the one-dimensional Gaussian as fundamental solution (see the plots for $\alpha=0.05$, which are qualitatively close to a Gaussian function).

In all figures we observe behavior, typical for a diffusion process for $a<b$ : the fundamental solution is monotonically decreasing in $x$ for $x>0$. For $a>b$ the behavior is typical for a wave propagation process, with a maximum moving away from the origin. In this respect there is a strong analogy with the fractional diffusion-wave equation with Caputo time-derivative of order $\alpha \in(0,2)$ with


Figure 4.2: Plots of the the fundamental solution $\mathcal{G}(x, t)$ versus $x(x>0)$ for fixed $t$ and different values of $\alpha, \alpha=0.05,0.25,0.5,0.75,0.95$, compared to $\alpha=1$ (dashed line); $a=\tau_{q}, b=\tau_{T} ;$ ( $\mathbf{a}$ ) diffusion regime $(a<b) ;(\mathbf{b})$ propagation regime ( $a>b$ ).
the two corresponding regimes: subdiffusion $(0<\alpha<1)$ and diffusion-wave propagation $(1<\beta<2)$, c.f. [75, Fig. 6.1], [51].

Let us briefly give analytical arguments for this behavior of $\mathcal{G}(x, t)$ on the basis of the properties of the characteristic function $g(s)$. Since the function $\mathcal{G}(x, t)$ is a spatial PDF, it is positive and $\mathcal{G}(x, t) \rightarrow 0$ as $x \rightarrow \infty$ for any fixed $t$. Since $\mathcal{G}(x, t)=\mathcal{G}(-x, t)$, we further consider only $x>0$.

First, let $a<b$. In this case $g(s) \in \mathcal{B F}$ and $\sqrt{g(s)} \in \mathcal{B F}$, see Proposition 4.1. Therefore, (2.3) implies

$$
\begin{equation*}
\frac{g(s)}{s} \exp (-|x| \sqrt{g(s)}) \in \mathcal{C} \mathcal{M} \mathcal{F}, \quad a<b \tag{4.20}
\end{equation*}
$$

Differentiation of (4.16) yields (the differentiation under the improper integral can be justified in a standard way)

$$
\begin{equation*}
\mathcal{L}\left\{\frac{\partial \mathcal{G}}{\partial x}\right\}(x, s)=\frac{\partial}{\partial x} \widehat{\mathcal{G}}(x, s)=-\frac{g(s)}{2 s} \exp (-x \sqrt{g(s)}), \quad x \geq 0, s>0 \tag{4.21}
\end{equation*}
$$

For $a<b$ this function is completely monotone, see (4.20), and Bernstein's theorem implies that $\frac{\partial \mathcal{G}}{\partial x} \geq 0$ and, thus, $\mathcal{G}(x, t)$ is monotonically decreasing in $x$ for $x>0$.

Let now $a>b$. We show that in this case the solution $\mathcal{G}(x, t)$ is an increasing
function of $x$ near the origin, for all $t>0$. Indeed, (4.21) yields

$$
\lim _{x \rightarrow 0+} \frac{\partial}{\partial x} \widehat{\mathcal{G}}(x, s)=-\frac{g(s)}{2 s}=-\frac{1+a s^{\alpha}}{2\left(1+b s^{\alpha}\right)}=-\frac{a}{2 b}\left(\frac{b-a}{a b} \frac{1}{s^{\alpha}+1 / b}+1\right)
$$

which, after inverting the Laplace transform by the use of (1.27) implies

$$
\lim _{x \rightarrow 0+} \frac{\partial}{\partial x} \mathcal{G}(x, t)=-\frac{a}{2 b}\left(\frac{b-a}{a b} t^{\alpha-1} E_{\alpha, \alpha}\left(-\frac{t^{\alpha}}{b}\right)+\delta(t)\right) .
$$

Therefore, due to the fact that the Mittag-Leffler function is positive, it follows for all $t>0$

$$
\lim _{x \rightarrow 0+} \frac{\partial}{\partial x} \mathcal{G}(x, t)>0, \quad a>b,
$$

and $\mathcal{G}(x, t)$ is an increasing function of $x$ near the origin.

### 4.3.2 Mean squared displacement

Next, we study the temporal behavior of the mean squared displacement (MSD)

$$
\left.\left.\langle | x\right|^{2}(t)\right\rangle=\int_{\mathbb{R}} x^{2} \mathcal{G}(x, t) d x
$$

which is determining for the character of the solution.
Representation (4.16) implies for the MSD in Laplace domain

$$
\left.\left.\langle | x\right|^{2}(s)\right\rangle=\int_{\mathbb{R}} x^{2} \widehat{\mathcal{G}}(x, s) d x=\frac{\sqrt{g(s)}}{s} \int_{0}^{\infty} x^{2} \exp (-x \sqrt{g(s)}) d x
$$

Calculation of the integral yields

$$
\begin{equation*}
\left.\left.\langle | x\right|^{2}(s)\right\rangle=\frac{2}{s g(s)}=\frac{2\left(1+b s^{\alpha}\right)}{s^{2}\left(1+a s^{\alpha}\right)}, \tag{4.22}
\end{equation*}
$$

where $g(s)$ is the characteristic function (4.4). By the use of Laplace transform pair (1.27) we invert (4.22) and get two equivalent expressions in terms of Mittag-Leffler functions

$$
\begin{align*}
\left.\left.\langle | x\right|^{2}(t)\right\rangle & =2 t+2\left(\frac{b}{a}-1\right) t E_{\alpha, 2}\left(-\frac{t^{\alpha}}{a}\right)  \tag{4.23}\\
& =2 \frac{b}{a} t+\frac{2}{a}\left(1-\frac{b}{a}\right) t^{\alpha+1} E_{\alpha, \alpha+2}\left(-\frac{t^{\alpha}}{a}\right) . \tag{4.24}
\end{align*}
$$

Both expressions are valid for all $a, b \geq 0$. However we give the two different forms, since (4.23) seems more natural for the diffusion regime $(a<b)$ and (4.24) for the wave propagation regime $(a>b)$. Let us note that the MittagLeffler functions in the MSD representations are positive functions, due to the relation

$$
t^{\beta} E_{\alpha, \beta+1}\left(-a t^{\alpha}\right)=\int_{0}^{t} \tau^{\beta-1} E_{\alpha, \beta}\left(-a \tau^{\alpha}\right) d \tau
$$

From the definition (1.21) of the Mittag-Leffler functions and their asymptotics (1.33) we derive the following asymptotic behavior for the MSD for short and long times

$$
\left.\left.\langle | x\right|^{2}(t)\right\rangle \sim \begin{cases}2 \frac{b}{a} t\left(1+\frac{a-b}{a b} \frac{t^{\alpha}}{\Gamma(\alpha+2)}\right), & t \rightarrow 0 \\ 2 t\left(1+(b-a) \frac{t^{-\alpha}}{\Gamma(2-\alpha)}\right), & t \rightarrow \infty\end{cases}
$$

The established asymptotic expansions show linear asymptotic behavior for short and long times. We also observe that the dominating term in the gradient of the MSD is $2 b / a$ for $t \rightarrow 0$ versus 2 for $t \rightarrow \infty$. Therefore, in the diffusion regime $(a<b)$ the MSD increases faster near the origin than for large times. The opposite behavior is observed in the wave propagation regime $(a>b)$ : the MSD increases slower near the origin than for large times. Let us note that qualitatively comparable asymptotic behavior of the MSD is observed in the fractional diffusion-wave equation (2.19), where MSD is proportional to $t^{\alpha}$ with $\alpha \in(0,1)$ in the diffusion regime and $\alpha \in(1,2)$ in the wave propagation regime.

### 4.4 Generalized diffusion-wave equations

### 4.4.1 Diffusion regime

A generalized subdiffusion equation has the form [62, 98]

$$
\begin{equation*}
\int_{0}^{t} \kappa(t-\tau) \frac{\partial}{\partial \tau} u(x, \tau) d \tau=\frac{\partial^{2}}{\partial x^{2}} u(x, t) \tag{4.25}
\end{equation*}
$$

where $\kappa(t) \in L_{l o c}^{1}\left(\mathbb{R}_{+}\right)$is a non-negative function, such that its Laplace transform $\widehat{\kappa}(s) \in \mathcal{S F}$.

By the use of Laplace transform we recast problem (4.11)-(4.12)-(4.13) into the generalized diffusion equation (4.25) with kernel $\kappa(t)$, such that

$$
\begin{equation*}
\widehat{\kappa}(s)=\frac{1+a s^{\alpha}}{1+b s^{\alpha}} . \tag{4.26}
\end{equation*}
$$

In the proof of Proposition 4.1 we established that $\widehat{\kappa}(s)$ is a Stieltjes function for $a<b$. Taking into account (4.6) and (1.27) we get from (4.26) the explicit form of the kernel $\kappa(t)$

$$
\begin{equation*}
\kappa(t)=\frac{a}{b} \delta(t)+\left(1-\frac{a}{b}\right) \frac{1}{b} t^{\alpha-1} E_{\alpha, \alpha}\left(-\frac{1}{b} t^{\alpha}\right), \tag{4.27}
\end{equation*}
$$

where $\delta(t)$ is the Dirac delta function. Therefore, in the considered in this subsection case $0<a / b<1$ the function $\kappa(t)$ is non-negative. In this way we proved that the required conditions on the kernel $\kappa(t)$ in equation (4.25) are satisfied.

Plugging the expression (4.27) for the kernel into the diffusion equation (4.25) gives the following representation of the fractional Jeffreys' equation in the diffusion case

$$
\begin{equation*}
\frac{\partial u}{\partial t}+\frac{b-a}{a b} \int_{0}^{t}(t-\tau)^{\alpha-1} E_{\alpha, \alpha}\left(-\frac{(t-\tau)^{\alpha}}{b}\right) \frac{\partial u}{\partial \tau} d \tau=\frac{b}{a} \frac{\partial^{2} u}{\partial x^{2}} . \tag{4.28}
\end{equation*}
$$

### 4.4.2 Wave propagation regime

In the case $a>b$ we are looking for a representation of problem (4.11)-(4.12)-(4.13) as a generalized diffusion-wave equation of the form [99]

$$
\begin{equation*}
\int_{0}^{t} \eta(t-\tau) \frac{\partial^{2}}{\partial \tau^{2}} u(x, \tau) d \tau=\frac{\partial^{2}}{\partial x^{2}} u(x, t) \tag{4.29}
\end{equation*}
$$

where $\eta(t) \in L_{l o c}^{1}\left(\mathbb{R}_{+}\right)$is a non-negative function, such that $\widehat{\eta}(s) \in \mathcal{S F}$.
The initial condition

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}} \frac{\partial}{\partial t} u(x, t)=0 \tag{4.30}
\end{equation*}
$$

implies

$$
\mathcal{L}\left\{\frac{\partial^{2}}{\partial t^{2}} u\right\}(x, s)=s \mathcal{L}\left\{\frac{\partial}{\partial t} u\right\}(x, s) .
$$

With the help of this identity we obtain in Laplace domain

$$
\begin{equation*}
\frac{1+a s^{\alpha}}{s\left(1+b s^{\alpha}\right)} \mathcal{L}\left\{\frac{\partial^{2}}{\partial t^{2}} u\right\}(x, s)=\frac{\partial^{2}}{\partial x^{2}} \widehat{u}(x, s) . \tag{4.31}
\end{equation*}
$$

Therefore, the fractional Jeffreys' equation is equivalent to the generalized wave equation (4.29) with kernel $\eta(t)$, such that

$$
\begin{equation*}
\widehat{\eta}(s)=\frac{1+a s^{\alpha}}{s\left(1+b s^{\alpha}\right)}=\frac{1}{s}+\left(\frac{a}{b}-1\right) \frac{s^{\alpha-1}}{s^{\alpha}+1 / b} . \tag{4.32}
\end{equation*}
$$

Applying inverse Laplace transform in (4.32) gives by the use of (1.27)

$$
\begin{equation*}
\eta(t)=1+\left(\frac{a}{b}-1\right) E_{\alpha}\left(-\frac{1}{b} t^{\alpha}\right) . \tag{4.33}
\end{equation*}
$$

Since $a / b>1$ the kernel $\eta(t)$ is a non-negative function. Moreover, $\eta(t) \in$ $\mathcal{C} \mathcal{M F}$ and therefore $\widehat{\eta}(s) \in \mathcal{S} \mathcal{F}$. Hence, the requirements on the kernel $\eta(t)$ are satisfied.

We point out some general relations of the kernels $\kappa$ and $\eta$ to the kernel $k$ of the equivalent Volterra integral equation (4.3). First, in the diffusion regime, $g(s)=s \widehat{\kappa}(s) \in \mathcal{C B F}$ if and only if $\widehat{\kappa}(s) \in \mathcal{S F}$, see property ( P 7 ) in Proposition 2.1. Therefore, a generalized subdiffusion equation is subordinated to the classical diffusion equation. For the wave propagation regime we note that $g(s)=s^{2} \widehat{\eta}(s)$. Then the property $\widehat{\eta}(s) \in \mathcal{S F}$ implies that $g(s)$ is a product of two complete Bernstein functions ( $s$ and $s \widehat{\eta}(s)$ ), and thus $\sqrt{g(s)} \in \mathcal{C B F}$, see (2.2). Therefore, a generalized diffusion-wave equation is subordinated to the classical wave equation.

In this section we studied the fractional Jeffreys' type heat conduction equation as a model problem. Depending on the model parameters it governs the two fundamental types of behavior, considered in the dissertation: subdiffusion and propagation of diffusive waves. By employing the Bernstein functions technique we establish diffusion regime for $a / b<1$ and wave propagation regime for $a / b>1$. The two regimes are related to two different subordination principles. In the diffusion regime the abstract Cauchy problem for the Jeffreys' equation is subordinated to the first order Cauchy problem (2.6), while in the wave propagation regime it is subordinated to the second order Cauchy problem (2.7). The fractional Jeffreys-type heat conduction equation in the two different regimes is represented as a generalized subdiffusion equation, and generalized diffusion-wave equation, respectively.

The established properties indicate a strong analogy between the fractional Jeffreys-type equation (4.1) and the fractional diffusion-wave equation with the Caputo fractional time-derivative (2.8) with its two different regimes: it is a subdiffusion equation for $0<\alpha \leq 1$ and a diffusion-wave equation for $1<\alpha \leq 2$.

We close the chapter with a remark concerning the terminology in this dissertation. For the sake of brevity, equations subordinated to the first order Cauchy problem (2.6) are called generalized subdiffusion equations; equations subordinated to the second order Cauchy problem (2.7), which are not generalized subdiffusion equations, are called generalized diffusion-wave equations. In other words, if we set

$$
\alpha_{*}=\min \left\{\alpha>0 \mid g(s)^{1 / \alpha} \in \mathcal{C B F}, \quad s>0\right\},
$$

where $g(s)$ is the function (2.11), then the abstract Volterra equation (2.10) (respectively, any fractional order integro-differential equation, which is equivalent to (2.10)), is called generalized subdiffusion equation if $A$ is a generator of $C_{0}$ semigroup and $\alpha_{*} \in(0,1]$ and generalized diffusion-wave equation if $A$ is a generator of a cosine family and $\alpha_{*} \in(1,2]$.

## Chapter 5

## Generalized subdiffusion equations

First, the abstract Cauchy problem for the distributed order fractional evolution equation in the Caputo and in the Riemann-Liouville sense is studied for operators generating a strongly continuous one-parameter semigroup on a Banach space. Continuous as well as discrete distribution of fractional timederivatives of orders in the interval $[0,1]$ are considered. The problem with a general convolutional derivative is studied next and two types of subordination results are established. The subordination principle in the particular case of general relaxation equation is applied to derive estimates for the relaxation functions, which are applied to prove uniqueness and stability for an inverse source problem.

### 5.1 Distributed order diffusion equations

In this section, we consider the fractional evolution equation of distributed order in the following two alternative forms:

$$
\begin{equation*}
\int_{0}^{1} \mu(\beta)^{C} D_{t}^{\beta} u(t) d \beta=A u(t), \quad t>0 \tag{5.1}
\end{equation*}
$$

and

$$
\begin{equation*}
u^{\prime}(t)=\int_{0}^{1} \mu(\beta) D_{t}^{\beta} A u(t) d \beta, \quad t>0 \tag{5.2}
\end{equation*}
$$

with the initial condition $u(0)=a \in X$. Here ${ }^{C} D_{t}^{\beta}$ and $D_{t}^{\beta}$ are fractional timederivatives in the Caputo and in the Riemann-Liouville sense, respectively, and
$A$ is a closed linear operator densely defined in a Banach space $X$. The weight function $\mu$ may be a generalized function in the sense of Gelfand and Shilov [42] that represents a nonnegative measure.

For the weight function $\mu$ two cases are considered:

- discrete distribution

$$
\begin{equation*}
\mu(\beta)=\delta(\beta-\alpha)+\sum_{j=1}^{m} b_{j} \delta\left(\beta-\alpha_{j}\right), \tag{5.3}
\end{equation*}
$$

where $1>\alpha>\alpha_{1} \ldots>\alpha_{m}>0, b_{j}>0, j=1, \ldots, m, m \geq 0$, and $\delta$ is the Dirac delta function;

- continuous distribution

$$
\begin{equation*}
\mu \in C[0,1], \mu(\beta) \geq 0, \beta \in[0,1] \tag{5.4}
\end{equation*}
$$

and $\mu(\beta) \neq 0$ on a set of a positive measure.
In the case of discrete distribution, equations (5.1) and (5.2) are reduced to the multi-term time-fractional equations

$$
\begin{equation*}
{ }^{C} D_{t}^{\alpha} u(t)+\sum_{j=1}^{m} b_{j}{ }^{C} D_{t}^{\alpha_{j}} u(t)=A u(t), \quad t>0 \tag{5.5}
\end{equation*}
$$

and

$$
\begin{equation*}
u^{\prime}(t)=D_{t}^{\alpha} A u(t)+\sum_{j=1}^{m} b_{j} D_{t}^{\alpha_{j}} A u(t), \quad t>0 \tag{5.6}
\end{equation*}
$$

respectively. Note that if $m=0$ (single-term fractional evolution equation) problem (5.5) is equivalent to (5.6) with $\alpha$ replaced by $1-\alpha$. However, in general, similar equivalence does not hold for equations (5.1) and (5.2).

In this chapter, it is assumed that the operator $A$ is a generator of a $C_{0^{-}}$ semigroup, i.e. that the classical abstract Cauchy problem

$$
\begin{equation*}
u^{\prime}(t)=A u(t), \quad t>0 ; \quad u(0)=a \in X \tag{5.7}
\end{equation*}
$$

is well-posed. Reformulating problems (5.1) and (5.2) as abstract Volterra integral equations, we propose a unified approach to their study. We prove that the scalar kernels of the corresponding integral equations have certain complete monotonicity properties and derive useful consequences for the original equations (5.1) and (5.2) based mainly on these properties.

### 5.1.1 Integral reformulation and properties of the kernels

We reformulate problems (5.1) and (5.2) as Volterra integral equations of the form (2.10) with appropriate kernels $k(t)$. By applying (formally) the Laplace transform and, by the use of properties (1.17) and (1.18), it follows for the solution of (2.10)

$$
\begin{equation*}
\widehat{u}(s)=\frac{1}{s}(1-\widehat{k}(s) A)^{-1} a \tag{5.8}
\end{equation*}
$$

and for the solutions of problems (5.1) and (5.2), respectively

$$
\begin{equation*}
\widehat{u}(s)=\frac{h(s)}{s}(h(s)-A)^{-1} a, \quad \widehat{u}(s)=\frac{1}{s}\left(1-\frac{h(s)}{s} A\right)^{-1} a, \tag{5.9}
\end{equation*}
$$

where

$$
\begin{equation*}
h(s)=\int_{0}^{1} \mu(\beta) s^{\beta} d \beta \tag{5.10}
\end{equation*}
$$

Note that in the discrete distribution case (5.3) $h(s)$ admits the representation

$$
\begin{equation*}
h(s)=s^{\alpha}+\sum_{j=1}^{m} b_{j} s^{\alpha_{j}} . \tag{5.11}
\end{equation*}
$$

Comparing (5.9) to (5.8), it follows for the kernels $k_{1}(t)$ and $k_{2}(t)$, corresponding to problems (5.1) and (5.2), respectively:

$$
\begin{equation*}
\widehat{k_{1}}(s)=(h(s))^{-1}, \widehat{k_{2}}(s)=h(s) / s \tag{5.12}
\end{equation*}
$$

Define the functions

$$
g_{i}(s)=1 / \widehat{k_{i}}(s), \quad i=1,2
$$

that is

$$
\begin{equation*}
g_{1}(s)=h(s), g_{2}(s)=s / h(s) \tag{5.13}
\end{equation*}
$$

where $h(s)$ is defined in (5.10).
Some useful properties of the functions $k_{i}(t)$ and $g_{i}(s), i=1,2$, are established in the next theorem.

Theorem 5.1. Let $\mu(\beta)$ be either of the form (5.3) or of the form (5.4) with the additional assumptions $\mu \in C^{3}[0,1], \mu(1) \neq 0$, and $\mu(0) \neq 0$ or $\mu(\beta)=c \beta^{\nu}$ as $\beta \rightarrow 0$, where $c, \nu>0$. Then the functions $k_{i}(t)$ and $g_{i}(s), i=1,2$, have the following properties:
(a) $k_{i} \in L_{l o c}^{1}\left(\mathbb{R}_{+}\right), \lim _{t \rightarrow 0} k_{i}(t)=+\infty$, and $\lim _{t \rightarrow+\infty} k_{i}(t)=0$;
(b) $k_{i}(t) \in \mathcal{C} \mathcal{M} \mathcal{F}$ for $t>0$;
(c) $k_{1} * k_{2} \equiv 1$;
(d) $g_{i}(s) \in \mathcal{C B F}$ for $s>0, \lim _{s \rightarrow 0} g_{i}(s)=0$ and $\lim _{s \rightarrow+\infty} g_{i}(s)=+\infty$;
(e) $\lim _{s \rightarrow 0} g_{i}(s) / s=+\infty$ and $\lim _{s \rightarrow+\infty} g_{i}(s) / s=0$.

Let us first consider some particular cases. Applying (1.4), (1.27), (5.11), (5.12) and (5.13), it follows in the single-term case ((5.11) with $m=0$ ):

$$
k_{1}(t)=\frac{t^{\alpha-1}}{\Gamma(\alpha)}, k_{2}(t)=\frac{t^{-\alpha}}{\Gamma(1-\alpha)}, \quad g_{1}(s)=s^{\alpha}, g_{2}(s)=s^{1-\alpha}
$$

and in the double-term case ((5.11) with $m=1$ ):

$$
\begin{aligned}
& k_{1}(t)=t^{\alpha-1} E_{\alpha-\alpha_{1}, \alpha}\left(-b_{1} t^{\alpha-\alpha_{1}}\right), k_{2}(t)=\frac{t^{-\alpha}}{\Gamma(1-\alpha)}+b_{1} \frac{t^{-\alpha_{1}}}{\Gamma\left(1-\alpha_{1}\right)}, \\
& g_{1}(s)=s^{\alpha}+b_{1} s^{\alpha_{1}}, g_{2}(s)=\frac{s}{s^{\alpha}+b_{1} s^{\alpha_{1}}} .
\end{aligned}
$$

Thus, in the single-term case Theorem 5.1 is straightforward. In the double term case, statements (a) and (b) are trivial for $k_{2}$; for $k_{1}$ they follow from the asymptotic behavior of Mittag-Leffler function and the fact that the function $E_{\alpha, \beta}(-x) \in \mathcal{C M F}$ for $x>0,0 \leq \alpha \leq 1, \beta \geq \alpha$. On the other hand, properties (d) and (e) are trivial for $g_{1}$. Since $g_{2}(s)=s / g_{1}(s)$, according to (P9) in Proposition $2.1 g_{1}(s)$ and $g_{2}(s)$ are simultaneously complete Bernstein functions.

In the case of continuous distribution in its simplest form: constant weight function $\mu(\beta) \equiv 1$. Then (5.10) implies (taking $s^{\beta}=e^{\beta \log s}$ )

$$
g_{1}(s)=\frac{s-1}{\log s}, \quad g_{2}(s)=\frac{s \log s}{s-1} .
$$

Based on these explicit representations, the positivity of the functions $g_{i}(s)$ for $s>0$ and their limiting behavior as $s \rightarrow 0$ and $s \rightarrow+\infty$ can be straightforwardly established. However, the fact that $g_{i}(s) \in \mathcal{C B F}$ is not easily recognized.

Now, we proceed with the proof of Theorem 5.1.
Proof. Let us start with the kernel $k_{2}(t)$. Application of the inverse Laplace transform to $\widehat{k_{2}}(s)=h(s) / s$, see (5.12), implies by the use of (1.4):

$$
\begin{equation*}
k_{2}(t)=\int_{0}^{1} \mu(\beta) \frac{t^{-\beta}}{\Gamma(1-\beta)} d \beta \tag{5.14}
\end{equation*}
$$

In the particular case of discrete distribution

$$
k_{2}(t)=\frac{t^{-\alpha}}{\Gamma(1-\alpha)}+\sum_{j=1}^{m} b_{j} \frac{t^{-\alpha_{j}}}{\Gamma\left(1-\alpha_{j}\right)}
$$

Therefore

$$
k_{2}(t) \sim \frac{t^{-\alpha}}{\Gamma(1-\alpha)}, \quad t \rightarrow 0 ; \quad k_{2}(t) \sim b_{m} \frac{t^{-\alpha_{m}}}{\Gamma\left(1-\alpha_{m}\right)}, \quad t \rightarrow \infty
$$

and thus (a) is satisfied for this kernel.
In the case of continuous distribution it is proven in [61], Proposition 2.1, that

$$
k_{2}(t) \sim \frac{1}{t(\log t)^{2}}, t \rightarrow 0
$$

Therefore, it is integrable at $t=0$ (note that the singularity at $t=0$ is quite strong). Moreover, since $\Gamma(1-\beta) \geq 1$ for $\beta \in[0,1]$, (5.14) implies for $t>1$

$$
0 \leq k_{2}(t) \leq \sup _{\beta \in[0,1]}|\mu(\beta)| \int_{0}^{1} t^{-\beta} d \beta \leq C \frac{t-1}{t \log t}
$$

and thus $k_{2}(t) \rightarrow 0$ as $t \rightarrow \infty$.
Complete monotonicity of $k_{2}(t)$ follows directly from (5.14) by noticing that $t^{-\beta} \in \mathcal{C} \mathcal{M F}, \Gamma(1-\beta)>0$ for $\beta \in(0,1)$ and applying properties $(\mathbf{P} 1)$ in Proposition 2.1. In this way, (a) and (b) are proven for the kernel $k_{2}(t)$ in both discrete and continuous case.

Consider now the kernel $k_{1}(t)$. The identity $\widehat{k_{1}}(s)=1 / h(s)$, see (5.12), implies the following representation for this kernel as an inverse Laplace integral:

$$
\begin{equation*}
k_{1}(t)=\frac{1}{2 \pi \mathrm{i}} \int_{\gamma-\mathrm{i} \infty}^{\gamma+\mathrm{i} \infty} e^{s t} \frac{1}{h(s)} d s, \quad \gamma>0 \tag{5.15}
\end{equation*}
$$

Consider first the discrete case in which $h(s)$ is defined by (5.11). The function $h(s)$ has no zeros in $\mathbb{C}$ cut along the negative real axis. Indeed, for $s=r e^{i \phi}$, with $r>0, \phi \in(-\pi, \pi)$,

$$
\Im\left\{s^{\alpha}+\sum_{j=1}^{m} b_{j} s^{\alpha_{j}}\right\}=r^{\alpha} \sin \alpha \phi+\sum_{j=1}^{m} b_{j} r^{\alpha_{j}} \sin \alpha_{j} \phi \neq 0
$$

since $\sin \alpha \phi$ and $\sin \alpha_{j} \phi$ have the same sign and $b_{j}>0$. Then the function under the integral sign in (5.15) is analytic in $\Sigma_{\pi}$ and we can bend the integration contour to the contour $\Gamma_{\rho, \theta}$ defined by

$$
\Gamma_{\rho, \theta}=\Gamma_{\rho, \theta}^{-} \cup \Gamma_{\rho, \theta}^{0} \cup \Gamma_{\rho, \theta}^{+}, \quad \rho>0, \pi / 2<\theta<\pi,
$$

where

$$
\Gamma_{\rho, \theta}^{ \pm}=\left\{r e^{ \pm \mathrm{i} \theta}: r \geq \rho\right\}, \Gamma_{\rho, \theta}^{0}=\left\{\rho e^{\mathrm{i} \psi}:|\psi| \leq \theta\right\}
$$

and $\Gamma_{\rho, \theta}$ is oriented in the direction of growth of $\arg s$. Hence

$$
\begin{equation*}
k_{1}(t)=\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma_{\rho, \theta}} e^{s t} \frac{1}{s^{\alpha}+\sum_{j=1}^{m} b_{j} s^{\alpha_{j}}} d s \tag{5.16}
\end{equation*}
$$

The integral over $\Gamma_{\rho, \theta}^{0}$ is a function from $C^{\infty}[0, \infty)$. Take $\rho=R$ so large that

$$
\left|s^{\alpha}+\sum_{j=1}^{m} b_{j} s^{\alpha_{j}}\right| \geq|s|^{\alpha}-\sum_{j=1}^{m} b_{j}|s|^{\alpha_{j}} \geq|s|^{\alpha} / 2, \quad|s| \geq R .
$$

Then, noting that $\cos \theta<0$ for $\pi / 2<\theta<\pi$, it follows

$$
\begin{equation*}
\left|\int_{\Gamma_{R, \theta}^{-} \cup \Gamma_{R, \theta}^{+}} e^{s t} \frac{1}{s^{\alpha}+\sum_{j=1}^{m} b_{j} s^{\alpha_{j}}} d s\right| \leq C \int_{R}^{\infty} e^{r t \cos \theta} r^{-\alpha} d r \leq C t^{\alpha-1} \tag{5.17}
\end{equation*}
$$

Therefore, $k_{1}(t) \sim t^{\alpha-1}$ for $t \rightarrow 0$ and thus it has an integrable singularity at $t=0$. Since in the discrete case $\widehat{k_{1}}(s) \sim s^{-\alpha_{m}}$ as $s \rightarrow 0$, Karamata-Feller Tauberian theorem implies $k_{1}(t) \sim t^{\alpha_{m}-1}, \quad t \rightarrow \infty$. Thus (a) is proven for the discrete variant of $k_{1}(t)$. To prove its complete monotonicity we take $\rho \rightarrow 0$ and $\theta \rightarrow \pi$ in (5.16). Since

$$
\begin{equation*}
\left|\int_{\Gamma_{\rho, \theta}^{0}} e^{s t} \frac{1}{s^{\alpha}+\sum_{j=1}^{m} b_{j} s^{\alpha_{j}}} d s\right| \leq C \int_{0}^{\pi} e^{\rho t \cos \psi} \rho^{1-\alpha_{m}} d \psi \tag{5.18}
\end{equation*}
$$

the integral over $\Gamma_{\rho, \theta}^{0}$ vanishes when $\rho \rightarrow 0$. Therefore, only the contributions of the integrals over $\Gamma_{\rho, \theta}^{ \pm}$remain in (5.16), implying

$$
\begin{equation*}
k_{1}(t)=\int_{0}^{\infty} e^{-r t} K(r) d r \tag{5.19}
\end{equation*}
$$

where

$$
K(r)=-\frac{1}{\pi} \Im\left\{\left.\frac{1}{s^{\alpha}+\sum_{j=1}^{m} b_{j} s^{\alpha_{j}}}\right|_{s=r e^{i \pi}}\right\} .
$$

Simplifying this expression, we get

$$
K(r)=\frac{1}{\pi} \frac{B(r)}{(A(r))^{2}+(B(r))^{2}}
$$

where

$$
A(r)=r^{\alpha} \cos \alpha \pi+\sum_{j=1}^{m} b_{j} r^{\alpha_{j}} \cos \alpha_{j} \pi, B(r)=r^{\alpha} \sin \alpha \pi+\sum_{j=1}^{m} b_{j} r^{\alpha_{j}} \sin \alpha_{j} \pi,
$$

and thus $K(r)>0$ for $r>0$. This together with representation (5.19) implies that $k_{1}(t) \in \mathcal{C} \mathcal{M F}$.

In the case of continuous distribution it is proven in [61], Proposition 3.1, that for small values of $t$

$$
k_{1}(t) \leq C \log \frac{1}{t}
$$

therefore this kernel has integrable singularity at $t \rightarrow 0$. Further, by [61], Proposition 2.2, (ii) and (iii),

$$
\begin{equation*}
\widehat{k_{1}}(s) \sim\left(\log \frac{1}{s}\right)^{\lambda+1}, s \rightarrow 0 \tag{5.20}
\end{equation*}
$$

where

$$
\lambda=\left\{\begin{array}{l}
0 \quad \text { if } \mu(0) \neq 0, \\
\nu>0 \quad \text { if } \mu(\beta)=c \beta^{\nu} \text { as } \beta \rightarrow 0 .
\end{array}\right.
$$

Applying again Karamata-Feller Tauberian theorem (Theorem 1.2) it follows

$$
k_{1}(t) \sim \frac{(\log t)^{\lambda}}{t}, \quad t \rightarrow \infty
$$

and thus $k_{1}(t) \rightarrow 0$ as $t \rightarrow \infty$. Complete monotonicity of $k_{1}(t)$ in the case of continuous distribution is proven in [61], Propositions 3.1. In this way the proof of properties (a) and (b) is completed for all cases.

According to (5.12)

$$
\widehat{k_{1}}(s) \widehat{k_{2}}(s)=1 / s
$$

and taking the inverse Laplace transform of this identity we derive (c).
The fact that $g_{i}(s) \in \mathcal{C B F}$ can be established directly. Indeed, since $s^{\beta} \in \mathcal{C B F}$ for $\beta \in[0,1]$, it follows by applying (P2) in Proposition 2.1 that $h(s) \in \mathcal{C B F}$. Therefore, $g_{1}(s) \in \mathcal{C B F}$ and, taking into account (P9) in Proposition 2.1, it also follows $g_{2}(s) \in \mathcal{C B F}$.

The limiting behaviors of $g_{i}(s)$ as $s \rightarrow 0$ and $s \rightarrow+\infty$ are easily established for the cases of discrete distribution. For continuous distribution, inserting the limit (5.20) in the identities $g_{1}(s)=1 / \widehat{k}_{1}(s)$ and $g_{2}(s)=s \widehat{k}_{1}(s)$, it follows $\lim _{s \rightarrow 0} g_{i}(s)=0$ and $\lim _{s \rightarrow 0} g_{i}(s) / s=+\infty$.

According to [61], Proposition 2.2, (i),

$$
g_{1}(s) \sim \mu(1) \frac{s}{\log s}, \quad s \rightarrow+\infty
$$

This together with the identity $g_{2}(s)=s / g_{1}(s)$ implies $\lim _{s \rightarrow+\infty} g_{i}(s)=+\infty$ and $\lim _{s \rightarrow+\infty} g_{i}(s) / s=0$.

Let us note that kernels $k_{1}(t)$ and $k_{2}(t)$, satisfying property (c), are called a pair of Sonine kernels.

The limiting cases of the multi-term equations, (5.5) with $\alpha=1$ and (5.6) with $\alpha_{m}=0$ also deserve attention, since they appear in the modeling of some physical processes. The simplest two-term particular case of the first one was introduced in the modeling of fractal mobile-immobile solute transport [103], while the two-term case of the second is related to the Rayleigh-Stokes problem for a generalized second grade fluid [11, 109].

The abstract form of the fractal mobile-immobile solute transport equation is

$$
\begin{equation*}
u^{\prime}(t)+b^{C} D_{t}^{\alpha} u(t)=A u(t), \quad t>0, \quad u(0)=a \in X \tag{5.21}
\end{equation*}
$$

where ${ }^{C} D_{t}^{\alpha}$ is the Caputo fractional derivative of order $\alpha, 0<\alpha<1, b>0$, and $A$ is an unbounded closed linear operator defined on a Banach space $X$.

The kernel of the equivalent Volterra equation obeys the relations

$$
k(t)=E_{1-\alpha}\left(-b t^{1-\alpha}\right), \quad g(s)=(\widehat{k}(s))^{-1}=s+b s^{\alpha}, \quad \alpha \in(0,1)
$$

The following properties of the functions $k(t)$ and $g(s)$ are easily derived:
(a) $k \in L_{\text {loc }}^{1}\left(\mathbb{R}_{+}\right) \cap \mathcal{C} \mathcal{M} \mathcal{F}$;
(b) $\lim _{t \rightarrow 0} k(t)=1, \lim _{t \rightarrow+\infty} k(t)=0$;
(c) $g(s) \in \mathcal{C B F}$ for $s>0$;
(d) $\lim _{s \rightarrow 0} g(s)=0, \lim _{s \rightarrow+\infty} g(s)=+\infty$;
(e) $\lim _{s \rightarrow 0} g(s) / s=+\infty$ and $\lim _{s \rightarrow+\infty} g(s) / s=1$.

We see that, compared to the properties in Theorem 5.1, the only differences are in the limiting behaviour of the functions $k(t)$ and $g(s)$.

### 5.1.2 A limiting case

In this subsection we study in detail the second limiting case, which is given by the fractional differential equation:

$$
\begin{equation*}
u^{\prime}(t)=A u(t)+\gamma D_{t}^{\alpha} A u(t), t>0, \quad u(0)=a \in X \tag{5.22}
\end{equation*}
$$

where $D_{t}^{\alpha}$ is the Riemann-Liouville fractional derivative of order $\alpha \in(0,1)$, $\gamma>0, A$ is an unbounded closed linear operator defined on a Banach space $X$.

Our motivation for the study of this equation comes from recent works where related problems appear in the modeling of unidirectional viscoelastic flows. For example, if the operator $A$ is some realization of the Laplace operator, then the inhomogeneous version of (5.22) is the Rayleigh-Stokes problem for a generalized second-grade fluid, see e.g. [109].

## Integral reformulation of the problem

Assume $u, A u \in C\left(\mathbb{R}_{+}, X\right)$. Integrating both sides of the governing equation in (5.22), by the use of the identity $\left(J_{t}^{1-\alpha} A u\right)(0)=0$, we obtain:

$$
\begin{equation*}
u(t)=a+\int_{0}^{t}\left(1+\gamma \omega_{1-\alpha}(t-\tau)\right) A u(\tau) d \tau \tag{5.23}
\end{equation*}
$$

that is the Volterra integral equation (2.10) with kernel $k(t)$ given by:

$$
\begin{equation*}
k(t)=1+\gamma \omega_{1-\alpha}(t) \tag{5.24}
\end{equation*}
$$

where the function $\omega_{\alpha}$ is defined in (1.3). Conversely, differentiating both sides of (5.92) and using that:

$$
\frac{d}{d t}\left(\omega_{1-\alpha} * A u\right)=\frac{d}{d t}\left(J_{t}^{1-\alpha} A u\right)=D_{t}^{\alpha} A u
$$

we get back the governing equation in (5.22). Since $(k * A u)(0)=0$, the initial condition is also satisfied.

We begin with summarizing some properties of the kernel $k(t)$ defined in (5.24) and the related function:

$$
\begin{equation*}
g(s)=(\widehat{k}(s))^{-1}=\frac{s}{1+\gamma s^{\alpha}} . \tag{5.25}
\end{equation*}
$$

Here, $\widehat{k}$ is the Laplace transform of $k$, and the Laplace transform pair (1.4) is used.

Theorem 5.2. The functions $k(t)$ and $g(s)$, defined in (5.24) and (5.25), respectively, have the following properties:
(a) $k \in L_{\text {loc }}^{1}\left(\mathbb{R}_{+}\right) \cap \mathcal{C} \mathcal{M F}$;
(b) $\lim _{t \rightarrow 0} k(t)=+\infty, \lim _{t \rightarrow+\infty} k(t)=1$;
(c) $g(s) \in \mathcal{C B F}$ for $s>0$;
(d) $\lim _{s \rightarrow 0} g(s)=0, \lim _{s \rightarrow+\infty} g(s)=+\infty$;
(e) $\lim _{s \rightarrow 0} g(s) / s=1$ and $\lim _{s \rightarrow+\infty} g(s) / s=0$.
(f) the estimate holds true:

$$
|g(s)| \leq C \min \left(|s|,|s|^{1-\alpha}\right), s \in \Sigma(\pi-\theta), \theta \in(0, \pi)
$$

Proof. The function $k(t)$ is infinitely continuously differentiable for $t>0$ with integrable singularity at $t=0$, and its derivatives satisfy (5.72); thus, (a) is fulfilled. Limits (b) and (d) follow by direct check. Since $1+\gamma s^{\alpha} \in \mathcal{C B F}$ for $\alpha \in(0,1)$, then (P9) in Proposition 2.1 implies $g(s) \in \mathcal{C B F}$. Alternatively, this can be seen from the representation

$$
g(s)=s \frac{1}{1+\gamma s^{\alpha}}=s \mathcal{L}\left\{\gamma^{-1} t^{\alpha-1} E_{\alpha, \alpha}\left(-\gamma^{-1} t^{\alpha}\right)\right\}(s) .
$$

Since $\alpha \in(0,1)$, the Mittag-Leffler function $E_{\alpha, \alpha}(-x) \in \mathcal{C M} \mathcal{F}$ for $x>0$. Then, the function $E(t)=\gamma^{-1} t^{\alpha-1} E_{\alpha, \alpha}\left(-\gamma^{-1} t^{\alpha}\right) \in \mathcal{C} \mathcal{M F}$ for $t>0$. Therefore, $\mathcal{L}\{E(t)\}(s) \in \mathcal{S F}$, see (2.1) and by (P7) in Proposition $2.1 g(s)=$ $s \mathcal{L}\{E(t)\}(s) \in \mathcal{B F}$. To prove property (f) we let $s \in \Sigma(\pi-\theta)$, i.e. $s=r e^{i \psi}$, $|\psi|<\pi-\theta, r>0$. Then

$$
\begin{equation*}
\left|1+\gamma s^{\alpha}\right|^{2}=1+2 \gamma r^{\alpha} \cos \alpha \psi+\gamma^{2} r^{2 \alpha}>1+2 \gamma r^{\alpha} \cos \alpha \pi+\gamma^{2} r^{2 \alpha} . \tag{5.26}
\end{equation*}
$$

Let $b=\cos \alpha \pi$. Since $f(x)=1+2 b x+x^{2} \geq 1-b^{2}$, it follows from (5.26) that

$$
\left|1+\gamma s^{\alpha}\right|^{2}>1-\cos ^{2} \alpha \pi=\sin ^{2} \alpha \pi .
$$

Since $\sin \alpha \pi>0$ we obtain

$$
|g(s)|=\left|\frac{s}{1+\gamma s^{\alpha}}\right|<\frac{|s|}{\sin \alpha \pi} .
$$

From (5.26) it also follows that

$$
\left|1+\gamma s^{\alpha}\right|^{2}=\left(1+\gamma r^{\alpha} \cos \alpha \pi\right)^{2}+\left(\gamma r^{\alpha} \sin \alpha \pi\right)^{2} \geq \gamma^{2} \sin ^{2} \alpha \pi r^{2 \alpha}
$$

and consequently we get

$$
|g(s)| \leq \frac{r}{\gamma r^{\alpha} \sin \alpha \pi}=\frac{|s|^{1-\alpha}}{\gamma \sin \alpha \pi} .
$$

This completes the proof of the theorem.
Let us note that the limiting behaviour of the functions $k(t)$ and $g(s)$ in the above theorem is different from those in Theorem 5.1.

## The scalar case

It is instructive to study first the scalar version of equation (5.22), where $A=-\lambda$ is a given negative constant. Consider the problem:

$$
\begin{equation*}
u^{\prime}(t)+\lambda u(t)+\lambda \gamma D_{t}^{\alpha} u(t)=0, \quad u(0)=1 \tag{5.27}
\end{equation*}
$$

where $\lambda>0$. Denote its solution by $u(t ; \lambda)$. To solve (5.27), we apply the Laplace transform and use the identities (1.17) and $\mathcal{L}\left\{u^{\prime}\right\}(s)=s \mathcal{L}\{u\}(s)-$ $u(0)$. In this way, for the Laplace transform of $u(t ; \lambda)$, one gets:

$$
\begin{equation*}
\int_{0}^{\infty} e^{-s t} u(t ; \lambda) d t=\frac{1}{s+\gamma \lambda s^{\alpha}+\lambda} \tag{5.28}
\end{equation*}
$$

Theorem 5.3. For any $\lambda>0$, the solution $u(t ; \lambda)$ of Problem (5.27) has the following properties:
(a) $u(t ; \lambda)$ is a positive nonincreasing function for $t>0$ and $u(t ; \lambda) \rightarrow 0$ as $t \rightarrow+\infty$ with:

$$
\begin{equation*}
u(t ; \lambda) \sim-\frac{\gamma t^{-\alpha-1}}{\lambda \Gamma(-\alpha)}, \quad t \rightarrow+\infty \tag{5.29}
\end{equation*}
$$

(b) $u(t ; \lambda) \in \mathcal{C M F}, t>0$,
(c) The identity is satisfied:

$$
\begin{equation*}
\lambda \int_{0}^{\infty} u(t ; \lambda) d t=1 \tag{5.30}
\end{equation*}
$$

(d) The solution admits the following explicit representation:

$$
\begin{equation*}
u(t ; \lambda)=\sum_{k=0}^{\infty} \frac{(-1)^{k}}{\gamma^{k+1} \lambda^{k+1}} t^{(\alpha-1)(k+1)} E_{\alpha, \alpha(k+1)-k}^{k+1}\left(-\gamma^{-1} t^{\alpha}\right) \tag{5.31}
\end{equation*}
$$

Proof. Properties (a) and (b), with the exception of the asymptotic estimate (5.29), are proven in [24], Theorem 2.2. To prove (5.29), we apply the Karamata-Feller-Tauberian theorem (see Theorem 1.2). Since for small $|s|$, the Laplace transform (5.28) of $u(t ; \lambda)$ is dominated by the function

$$
\frac{1}{\lambda \gamma s^{\alpha}+\lambda}
$$

applying the asymptotic estimate (1.33) (note that $\Gamma(0)^{-1}=0$ ), we obtain for large $t$ :

$$
u(t ; \lambda) \sim \mathcal{L}^{-1}\left\{\frac{1}{\lambda \gamma s^{\alpha}+\lambda}\right\}=\frac{1}{\lambda \gamma} t^{\alpha-1} E_{\alpha, \alpha}\left(-\frac{1}{\gamma} t^{\alpha}\right) \sim-\frac{\gamma t^{-\alpha-1}}{\lambda \Gamma(-\alpha)}, \quad t \rightarrow+\infty
$$

Identity (5.30) is obtained taking $s \rightarrow 0$ in (5.28). Representation (5.31) in terms of three-parameter Mittag-Leffler functions is obtained by taking the inverse Laplace transform of function (5.28). If $\left|s \lambda^{-1}\left(\gamma s^{\alpha}+1\right)^{-1}\right|<1$, then:

$$
\begin{aligned}
\frac{1}{s+\gamma \lambda s^{\alpha}+\lambda} & =\frac{1}{\lambda\left(\gamma s^{\alpha}+1\right)}\left(\frac{s}{\lambda\left(\gamma s^{\alpha}+1\right)}+1\right)^{-1} \\
& =\sum_{k=0}^{\infty} \frac{(-1)^{k}}{(\gamma \lambda)^{k+1}} \frac{s^{k}}{\left(s^{\alpha}+\gamma^{-1}\right)^{k+1}}
\end{aligned}
$$

and, applying term-wise the inverse Laplace transform, we get (5.31) by the use of (1.34).

Remark 5.1. From the Laplace transform pair (5.28) it follows also the following representation as a multinomial Mittag-Leffler function (see Chapter 6)

$$
u(t ; \lambda)=\mathcal{E}_{(1,1-\alpha), 1}(t ; \lambda, \gamma \lambda) .
$$

## Subordination principle

Assume the operator $A$ generates a bounded $C_{0}$ semigroup $S_{1}(t)$. The main goal now is to prove that in this case, problem (5.22) is well-posed, and its solution operator $S(t)$ satisfies the relationship:

$$
\begin{equation*}
S(t)=\int_{0}^{\infty} \varphi(t, \tau) S_{1}(\tau) d \tau, \quad t>0 \tag{5.32}
\end{equation*}
$$

with an appropriate function $\varphi(t, \tau)$.

We give next a complete proof of the subordination principle for problem (5.22), without the use of the general subordination theorem. Let the function $\varphi(t, \tau)$ be such that its Laplace transform with respect to $t$ satisfies:

$$
\begin{equation*}
\int_{0}^{\infty} e^{-s t} \varphi(t, \tau) d t=\frac{g(s)}{s} e^{-\tau g(s)}, \quad s, \tau>0 \tag{5.33}
\end{equation*}
$$

where $g(s)$ is defined in (5.25). The reason is that in this case the operator $S(t)$, defined by (5.32), will satisfy (2.13). Indeed, by (5.32) and (5.33) and the identity for the Laplace transform of a $C_{0}$-semigroup

$$
\int_{0}^{\infty} e^{-\mu \tau} S_{1}(\tau) d \tau=(\mu-A)^{-1}
$$

it follows:

$$
\begin{align*}
\int_{0}^{\infty} e^{-s t} S(t) d t & =\int_{0}^{\infty}\left(\int_{0}^{\infty} e^{-s t} \varphi(t, \tau) d t\right) S_{1}(\tau) d \tau \\
& =\frac{g(s)}{s} \int_{0}^{\infty} e^{-\tau g(s)} S_{1}(\tau) d \tau=\frac{g(s)}{s}(g(s)-A)^{-1} \tag{5.34}
\end{align*}
$$

Then, by the uniqueness of the Laplace transform, $S(t)$ will be the solution operator of problem (5.22). For the strict proof we refer to Theorem 2.4 with $\alpha=1$.

Identity (5.33) implies that the function $\varphi(t, \tau)$ can be found by the inverse Laplace integral:

$$
\begin{equation*}
\varphi(t, \tau)=\frac{1}{2 \pi \mathrm{i}} \int_{c-\mathrm{i} \infty}^{c+\mathrm{i} \infty} e^{s t-\tau g(s)} \frac{g(s)}{s} d s, \quad c>0, t, \tau>0 \tag{5.35}
\end{equation*}
$$

Let us check that the function $\varphi(t, \tau)$ is well defined in this way. Since $g(s) \in \mathcal{C B F}$, then $\Re\{s\}>0$ implies $\Re\{g(s)\}>0$. More precisely, if $s=r e^{\mathrm{i} \theta}$, then:

$$
\Re\{g(s)\}=\frac{r \cos \theta+\gamma r^{\alpha+1} \cos (1-\alpha) \theta}{1+2 \gamma r^{\alpha} \cos \alpha \theta+\gamma^{2} r^{2 \alpha}}
$$

Hence, when $r \rightarrow \infty,|\theta| \rightarrow \pi / 2$, the dominant term of $\Re\{g(s)\}$ is

$$
r^{1-\alpha} \sin \alpha \pi / 2>0
$$

This together with the estimate (f) of Theorem 5.2 shows that the integral in (5.35) is absolutely convergent.

We are ready to formulate the main subordination result for problem (5.22).

Theorem 5.4. Let $A$ be a generator of a bounded $C_{0}$ semigroup $S_{1}(t)$, such that $\|S(t)\| \leq C, t \geq 0$. Then, problem (5.22) is well-posed, with bounded solution operator $S(t)$ satisfying the same bound. Moreover, the subordination identity (5.32) holds, where the function $\varphi(t, \tau)$ admits the representation for $t, \tau>0$ :

$$
\begin{equation*}
\varphi(t, \tau)=\sum_{k=0}^{\infty}(-1)^{k} \frac{t^{(\alpha-1)(k+1)}}{\gamma^{k+1}} \frac{\tau^{k}}{k!} E_{\alpha, \alpha(k+1)-k}^{k+1}\left(-\gamma^{-1} t^{\alpha}\right) \tag{5.36}
\end{equation*}
$$

The function $\varphi(t, \tau)$ is a probability density function with respect to both variables $t$ and $\tau$, i.e., it satisfies the following properties for $t, \tau>0$ :

$$
\begin{align*}
\varphi(t, \tau) & \geq 0  \tag{5.37}\\
\int_{0}^{\infty} \varphi(t, \tau) d \tau & =1  \tag{5.38}\\
\int_{0}^{\infty} \varphi(t, \tau) d t & =1 \tag{5.39}
\end{align*}
$$

Proof. Let us find the Laplace transform of $\varphi(t, \tau)$ with respect to $\tau$. Applying (5.35) and interchanging the order of integration, it follows:

$$
\begin{aligned}
\int_{0}^{\infty} e^{-\lambda \tau} \varphi(t, \tau) d \tau & =\frac{1}{2 \pi \mathrm{i}} \int_{c-\mathrm{i} \infty}^{c+\mathrm{i} \infty} e^{s t} \frac{g(s)}{s}\left(\int_{0}^{\infty} e^{-(\lambda+g(s)) \tau} d \tau\right) d s \\
& =\frac{1}{2 \pi \mathrm{i}} \int_{c-\mathrm{i} \infty}^{c+\mathrm{i} \infty} e^{s t} \frac{g(s)}{s(g(s)+\lambda)} d s
\end{aligned}
$$

From the definition of $g(s)$ in (5.25):

$$
\frac{g(s)}{s(g(s)+\lambda)}=\frac{1}{s+\gamma \lambda s^{\alpha}+\lambda}
$$

Therefore, (5.28) implies that the last integral gives exactly the solution $u(t ; \lambda)$ of the scalar equation (5.27), i.e.,

$$
\begin{equation*}
\int_{0}^{\infty} e^{-\lambda \tau} \varphi(t, \tau) d \tau=u(t ; \lambda), \quad \lambda, t>0 \tag{5.40}
\end{equation*}
$$

Inserting representation (5.31) of $u(t ; \lambda)$ in (5.40) and using (1.4), we deduce the series expansion of the function $\varphi(t, \tau)$ in (5.36). Alternatively, this expansion
can be deduced, inserting the series expansion of the function $\frac{g(s)}{s} e^{-\tau g(s)}$ in (5.35) and using the Laplace transform pair (1.34).

The complete monotonicity of $u(t ; \lambda)$ for $t>0$ and (5.40) imply the positivity of $\varphi(t, \tau)$ by applying Bernstein's theorem. Alternatively, the positivity of $\varphi(t, \tau)$ can be also deduced from (5.33), since $g(s) \in \mathcal{C B F}$ yields using (2.3)

$$
\frac{g(s)}{s} e^{-\tau g(s)} \in \mathcal{C} \mathcal{M} \mathcal{F}
$$

Further, letting $s \rightarrow 0$ in (5.33) and $\lambda \rightarrow 0$ in (5.40) and noting that $u(t ; 0)=1$, we deduce by applying the dominated convergence theorem the integral identities, (5.38) and (5.39).

The definition (5.32), the estimate for $S_{1}(t)$ and the properties (5.37) and (5.38) imply:

$$
\|S(t)\|=\int_{0}^{\infty} \varphi(t, \tau)\left\|S_{1}(\tau)\right\| d \tau \leq C \int_{0}^{\infty} \varphi(t, \tau) d \tau=C, \quad t>0
$$

Next, we deduce the strong continuity of $S(t)$ at the origin from the strong continuity of $S_{1}(t)$ at the origin:

$$
\begin{equation*}
\lim _{t \rightarrow 0} S_{1}(t) a=a \tag{5.41}
\end{equation*}
$$

On the basis of the dominated convergence theorem and by the change of variables $\sigma=t^{\alpha-1} \tau$ in (5.32), we obtain:

$$
\begin{equation*}
\lim _{t \rightarrow 0} S(t) a=\lim _{t \rightarrow 0} \int_{0}^{\infty} t^{1-\alpha} \varphi\left(t, \sigma t^{1-\alpha}\right) S_{1}\left(\sigma t^{1-\alpha}\right) a d \sigma \tag{5.42}
\end{equation*}
$$

For the function under the integral sign, we get from (5.36):

$$
t^{1-\alpha} \varphi\left(t, \sigma t^{1-\alpha}\right)=\sum_{k=0}^{\infty} \frac{(-1)^{k}}{k!} \frac{\sigma^{k}}{\gamma^{k+1}} E_{\alpha, \alpha(k+1)-k}^{k+1}\left(-\gamma^{-1} t^{\alpha}\right)
$$

and thus:

$$
\lim _{t \rightarrow 0}\left(t^{1-\alpha} \varphi\left(t, \sigma t^{1-\alpha}\right)\right)=\sum_{k=0}^{\infty} \frac{(-1)^{k} \sigma^{k}}{\gamma^{k+1} k!\Gamma(\alpha(k+1)-k)}=\frac{1}{\gamma} M_{1-\alpha}\left(\frac{\sigma}{\gamma}\right)
$$

where $M_{\beta}(z), \beta \in(0,1)$, is the Mainardi function (1.38). Therefore, (5.42) together with (5.41) and the integral identity in (1.47) for the Mainardi function
imply:

$$
\lim _{t \rightarrow 0} S(t) a=\int_{0}^{\infty} \frac{1}{\gamma} M_{1-\alpha}\left(\frac{\sigma}{\gamma}\right) d \sigma a=\int_{0}^{\infty} M_{1-\alpha}(r) d r a=a .
$$

In this way, we proved that $S(t)$, defined by (5.32), is a strongly continuous bounded operator-valued function. Moreover, in (5.34), we proved that the Laplace transform of $S(t)$ satisfies:

$$
\begin{equation*}
\int_{0}^{\infty} e^{-s t} S(t) d t=H(s) \tag{5.43}
\end{equation*}
$$

where

$$
H(s)=\frac{g(s)}{s}(g(s)-A)^{-1}
$$

After easily justified differentiation under the integral sign in (5.43), we obtain the estimates (2.14) and, thus, the well-posedness of problem (5.22). Then, identity (5.43) implies by the uniqueness of the Laplace transform that $S(t)$ is exactly the solution operator of (5.22). The proof of the theorem is completed.

Let us note that in the case of single-term fractional evolution equation the subordinated solution operator $S(t)$ is always analytic in some sector without assuming the analyticity of the $C_{0}$-semigroup $S_{1}(t)$, see Theorem 2.3. However, this is not true for the considered here equation (5.22). The question of analyticity will be discussed later in this chapter.

### 5.2 General convolutional derivative

Generalized fractional derivative of Caputo type is introduced in [62] in the form

$$
\begin{equation*}
\left({ }^{C} \mathbb{D}_{t}^{(\kappa)} f\right)(t)=\frac{d}{d t} \int_{0}^{t} \kappa(t-\tau) f(\tau) d \tau-\kappa(t) f(0), \quad t>0 \tag{5.44}
\end{equation*}
$$

where $\kappa(t)$ is a nonnegative locally integrable kernel. For the kernel $\kappa(t)$ we assume that its Laplace transform $\widehat{\kappa}(s)$ exists for all $s>0$ and obeys

$$
\begin{equation*}
\widehat{\kappa}(s) \in \mathcal{S F} \text { and } \lim _{s \rightarrow+\infty} s \widehat{\kappa}(s)=+\infty \tag{5.45}
\end{equation*}
$$

where $\mathcal{S F}$ denotes the class of Stieltjes functions.
If $f^{\prime}$ is integrable function $\left(f \in W^{1,1}\right)$ then by applying the identity

$$
\begin{equation*}
(\kappa * f)^{\prime}(t)=\left(\kappa * f^{\prime}\right)(t)+\kappa(t) f(0) \tag{5.46}
\end{equation*}
$$

we obtain the representation $\left({ }^{C} \mathbb{D}_{t}^{(\kappa)} f\right)(t)=\left(\kappa * f^{\prime}\right)(t)$.
The operator ${ }^{C} \mathbb{D}_{t}^{(\kappa)}$ reduces to the first-order derivative $\frac{d}{d t}$ when $\widehat{\kappa}(s)=1$. It is the Caputo time-fractional derivative of order $\alpha \in(0,1)$ when $\widehat{\kappa}(s)=s^{\alpha-1}$.

Let us note that assumptions (5.45) are weaker than those required in the original definition of the so-called general fractional derivative, introduced in [62]. More precisely, the operator ${ }^{C} \mathbb{D}_{t}^{(\kappa)}$ is a general fractional derivative, if, along with (5.45), the following additional limiting behavior conditions are imposed: $\widehat{\kappa}(s) \rightarrow 0$ as $s \rightarrow \infty ; \widehat{\kappa}(s) \rightarrow \infty$ and $s \widehat{\kappa}(s) \rightarrow 0$ as $s \rightarrow 0$. In order to cover some examples of physically meaningful models with corresponding memory kernels, which do not satisfy some of the additional conditions, they are not required here. Such examples are the subdiffusion equation with the truncated power-law memory kernel $\kappa(t)=e^{-\gamma t} \omega_{1-\alpha}(t), \gamma>0, \alpha \in(0,1)$, considered in [98, 99], the Jeffreys' type heat conduction model in the diffusion regime, see Chapter 4, and the two examples of Section 5.1.2. On the other hand, the assumption $\widehat{\kappa}(s) \in \mathcal{S F}$ is typical for a subdiffusion model (see e.g., $[98,99])$ and allows the use of the convenient Bernstein functions technique. It implies that the kernel $\kappa(t)$ admits the representation

$$
\begin{equation*}
\kappa(t)=\kappa_{0} \delta(t)+\kappa_{1}(t), \tag{5.47}
\end{equation*}
$$

where $\kappa_{0} \geq 0, \delta(\cdot)$ denotes the Dirac delta function, and $\kappa_{1}(t) \in L_{l o c}^{1}\left(\mathbb{R}_{+}\right)$is a completely monotone function. The space of functions, which admit representation (5.47) was denoted by $\mathcal{C} \mathcal{M} \mathcal{F}_{0}$, see (2.4).

For example, in the case of the first-order derivative $\kappa_{0}=1$ and $\kappa_{1} \equiv 0$, while $\kappa_{0}=0$ and $\kappa_{1}=\omega_{1-\alpha}(t)$ for the Caputo time-fractional derivative of order $\alpha \in(0,1)$.

Along with the kernel $\kappa(t)$ we are also interested in the corresponding Sonine kernel $k(t) \in L_{l o c}^{1}\left(\mathbb{R}_{+}\right)$, which is related to $\kappa(t)$ by the following identity

$$
\begin{equation*}
(\kappa * k)(t) \equiv 1 . \tag{5.48}
\end{equation*}
$$

In Laplace domain (5.48) reads $\widehat{\kappa}(s) \widehat{k}(s)=1 / s$. Therefore assumptions (5.45) imply $\widehat{k}(s) \in \mathcal{S F}$ (see property (P10) in Proposition 2.1) and $\lim _{s \rightarrow \infty} \widehat{k}(s)=$ 0 . Hence $\widehat{k}(s)$ obeys representation (2.1) with $b=0$. Therefore, under the assumptions (5.45) a resolvent kernel $k(t)$ exists and $k(t) \in \mathcal{C M F}$.

Basic examples of kernels $\kappa(t)$ are considered next, together with their Sonine kernels $k(t)$. For the sake of brevity the notation (1.3) is used, as well as the Laplace transform pair (1.4).

Example 5.1. The power-law memory kernel

$$
\begin{align*}
\kappa(t) & =\omega_{1-\alpha}(t), \widehat{\kappa}(s)=s^{\alpha-1}, \quad 0<\alpha<1 ;  \tag{5.49}\\
k(t) & =\omega_{\alpha}(t), \quad \widehat{k}(s)=s^{-\alpha} .
\end{align*}
$$

Example 5.2. The multi-term power-law memory kernel:

$$
\kappa(t)=\sum_{j=1}^{m} q_{j} \omega_{1-\alpha_{j}}(t), \quad \widehat{\kappa}(s)=\sum_{j=1}^{m} q_{j} s^{\alpha_{j}-1},
$$

where $1 \geq \alpha_{1}>\alpha_{2}>\ldots>\alpha_{m}>0, q_{j}>0, j=1, \ldots, m, m>1$. Without loss of generality we assume $q_{1}=1$. In this case

$$
\begin{equation*}
\widehat{k}(s)=\frac{1}{\sum_{j=1}^{m} q_{j} s^{\alpha_{j}}}=\frac{s^{-\alpha_{1}}}{1+\sum_{j=2}^{m} q_{j} s^{-\left(\alpha_{1}-\alpha_{j}\right)}} . \tag{5.50}
\end{equation*}
$$

Therefore, $k(t)$ admits a representation as a multinomial Mittag-Leffler function (for the definition see Chapter 6)

$$
\begin{equation*}
k(t)=t^{\alpha_{1}-1} E_{\left(\alpha_{1}-\alpha_{2}, \ldots, \alpha_{1}-\alpha_{m}\right), \alpha_{1}}\left(-q_{2} t^{\alpha_{1}-\alpha_{2}}, \ldots,-q_{m} t^{\alpha_{1}-\alpha_{m}}\right) . \tag{5.51}
\end{equation*}
$$

In particular, in the two-term case $(m=2)$

$$
\begin{equation*}
\kappa(t)=\omega_{1-\alpha_{1}}(t)+q \omega_{1-\alpha_{2}}(t), \quad \widehat{\kappa}(s)=s^{\alpha_{1}-1}+q s^{\alpha_{2}-1}, \tag{5.52}
\end{equation*}
$$

where $1 \geq \alpha_{1}>\alpha_{2}>0, \quad q>0$. Therefore,

$$
\begin{equation*}
\widehat{k}(s)=s^{-\alpha_{2}} /\left(s^{\alpha_{1}-\alpha_{2}}+q\right), \quad k(t)=t^{\alpha_{1}-1} E_{\alpha_{1}-\alpha_{2}, \alpha_{1}}\left(-q t^{\alpha_{1}-\alpha_{2}}\right), \tag{5.53}
\end{equation*}
$$

where we have used the Laplace transform pair (1.34).
Example 5.3. The distributed-order memory kernel:

$$
\begin{equation*}
\kappa(t)=\int_{0}^{1} \omega_{1-\alpha}(t) \mu(\alpha) d \alpha, \quad \widehat{\kappa}(s)=\int_{0}^{1} s^{\alpha-1} \mu(\alpha) d \alpha \tag{5.54}
\end{equation*}
$$

where $\mu(\cdot)$ is a nonnegative weight function.

In the particular case of uniform distribution, $\mu \equiv 1$, the memory kernel becomes

$$
\begin{equation*}
\kappa(t)=\int_{0}^{1} \omega_{1-\alpha}(t) d \alpha, \quad \widehat{\kappa}(s)=\int_{0}^{1} s^{\alpha-1} d \alpha=\frac{s-1}{s \log s} . \tag{5.55}
\end{equation*}
$$

Therefore, the Sonine kernel $k(t)$ satisfies

$$
\widehat{k}(s)=\frac{\log s}{s-1}
$$

and, by applying the Titchmarsh theorem for the inverse Laplace transform we get

$$
k(t)=\int_{0}^{\infty} e^{-r t} K(r) d r
$$

where

$$
K(r)=-\frac{1}{\pi} \Im\left\{\left.\frac{\log s}{s-1}\right|_{s=r e^{i \pi}}\right\}=\frac{1}{r+1}
$$

This implies the representation

$$
\begin{equation*}
k(t)=\int_{0}^{\infty} \frac{e^{-r t}}{r+1} d r=e^{t} \mathbb{E}_{1}(t) \tag{5.56}
\end{equation*}
$$

where $\mathbb{E}_{1}(t)$ denotes the exponential integral (see Section 3.5)

$$
\mathbb{E}_{1}(t)=\int_{t}^{\infty} \frac{e^{-\xi}}{\xi} d \xi
$$

Any of the kernels $\kappa(t)$ in the above examples can be considered in a weighted form, $e^{-\gamma t} \kappa(t)$, where $\gamma>0$. Indeed, if the kernel $\kappa(t)$ satisfies (5.45), then the Laplace transform relation

$$
\begin{equation*}
\mathcal{L}\left\{e^{-\gamma t} \kappa(t)\right\}(s)=\widehat{\kappa}(s+\gamma) \tag{5.57}
\end{equation*}
$$

imply that requirements (5.45) are satisfied for the kernel $e^{-\gamma t} \kappa(t)$ as well. The next example is of this type.
Example 5.4. The truncated power-law memory kernel

$$
\begin{equation*}
\kappa(t)=e^{-\gamma t} \omega_{1-\alpha}(t), \quad \widehat{\kappa}(s)=(s+\gamma)^{\alpha-1}, \quad 0<\alpha<1, \quad \gamma>0 . \tag{5.58}
\end{equation*}
$$

In this case the Sonine kernel $\widehat{k}(s)=(s+\gamma)^{1-\alpha} s^{-1}$ and, therefore, identities (5.57) and (1.34) imply the representation

$$
\begin{equation*}
k(t)=e^{-\gamma t} t^{\alpha-1} E_{1, \alpha}(\gamma t) . \tag{5.59}
\end{equation*}
$$

In any of the above examples both kernels $\kappa$ and $k$ satisfy (5.45) and therefore can be switched, that is the kernel $k$ can be taken as kernel $\kappa$ in the definition (5.44) for the operator ${ }^{C} \mathbb{D}_{t}^{(\kappa)}$.

Example 5.5. Jeffreys kernel (4.27):

$$
\kappa(t)=\frac{a}{b} \delta(t)+\left(1-\frac{a}{b}\right) \frac{1}{b} t^{\alpha-1} E_{\alpha, \alpha}\left(-\frac{1}{b} t^{\alpha}\right),
$$

where $0<a<b$, with corresponding Laplace transform

$$
\begin{equation*}
\widehat{\kappa}(s)=\frac{1+a s^{\alpha}}{1+b s^{\alpha}} . \tag{5.60}
\end{equation*}
$$

In this case the Sonine kernel $k(t)$ satisfies

$$
\widehat{k}(s)=\frac{1+b s^{\alpha}}{s\left(1+a s^{\alpha}\right)}
$$

and therefore

$$
k(t)=1-\left(1-\frac{b}{a}\right) E_{\alpha}\left(-\frac{1}{a} t^{\alpha}\right) .
$$

### 5.3 Subordination theorems

Consider the generalized subdiffusion equation

$$
\begin{equation*}
{ }^{C} \mathbb{D}_{t}^{(\kappa)} u(t)=A u(t), \quad t>0 ; \quad u(0)=a \in X, \tag{5.61}
\end{equation*}
$$

where ${ }^{C} \mathbb{D}_{t}^{(\kappa)}$ is the general convolutional derivative (5.44) and $A$ is a closed densely defined operator in the Banach space $X$, which generates a bounded $C_{0}$-semigroup.

Let us emphasize that the distributed-order equations (5.1) and (5.2), studied in Section 5.1, are special cases of equation (5.61) (this concerns equations in both Caputo and Riemann-Liouville sense, with continuous as well as discrete distribution, including the limiting cases (5.21) and (5.22)).

The equivalent to problem (5.61) Volterra integral equation is

$$
\begin{equation*}
u(t)=a+\int_{0}^{t} k(t-\tau) A u(\tau) d \tau, \quad t>0, \quad a \in X \tag{5.62}
\end{equation*}
$$

where the kernel $k(t)$ is the Sonine kernel of $\kappa(t)$, i.e. (5.48) is satisfied. This can be proved by applying the convolution operator $k *$ to both sides of (5.61), which yields

$$
\begin{align*}
\left(k *{ }^{C} \mathbb{D}_{t}^{(\kappa)} u\right)(t) & =k *\left((\kappa * u)^{\prime}(t)-\kappa(t) u(0)\right) \\
& =k *\left(\kappa * u^{\prime}\right)=(k * \kappa) * u^{\prime}=\left(1 * u^{\prime}\right)(t) \\
& =u(t)-u(0) \tag{5.63}
\end{align*}
$$

where we used the identity (5.46).
We continue with the study of the integral equation (5.62). Let us set

$$
g(s)=\frac{1}{\widehat{k}(s)}=s \widehat{\kappa}(s) .
$$

According to (P7) in Proposition 2.1 the assumption $\widehat{\kappa}(s) \in \mathcal{S F}$ is equivalent to $g(s) \in \mathcal{C B F}$. Then the general subordination theorem (Theorem 2.4) with $\alpha=1$ implies the following

Theorem 5.5. Let $A$ be a generator of a bounded $C_{0}$-semigroup $S_{1}(t)$ and assume the conditions (5.45) hold. Then problem (5.61) is well posed with bounded solution operator $S(t)$, which satisfies the subordination identity

$$
\begin{equation*}
S(t)=\int_{0}^{\infty} \varphi(t, \tau) S_{1}(\tau) d \tau, \quad t>0 \tag{5.64}
\end{equation*}
$$

with subordination kernel $\varphi(t, \tau)$ defined by

$$
\begin{equation*}
\varphi(t, \tau)=\frac{1}{2 \pi \mathrm{i}} \int_{\gamma-\mathrm{i} \infty}^{\gamma+\mathrm{i} \infty} e^{s t-\tau g(s)} \frac{g(s)}{s} d s, \quad \gamma, t, \tau>0 \tag{5.65}
\end{equation*}
$$

where $g(s)=s \widehat{\kappa}(s)$. The function $\varphi(t, \tau)$ is a probability density function, i.e. it satisfies the properties (2.26).

An alternative subordination result is formulated next, which provides a generalization of the exponential representation for the solution of the classical Cauchy problem (5.7)

$$
u(t)=\lim _{n \rightarrow \infty}\left(I-\frac{t}{n} A\right)^{-n} a
$$

Theorem 5.6. Let $A$ be a generator of a bounded $C_{0}$-semigroup. Assume the kernel $\kappa$ satisfies (5.45). Then problem (5.61) is well-posed and its solution $u(t)$ admits the representation

$$
\begin{equation*}
u(t)=\lim _{n \rightarrow \infty} \frac{1}{n!}(n / t)^{n+1} \sum_{k=0}^{n} \sum_{p=1}^{k} b_{n, k, p}(n / t)(g(n / t)-A)^{-(p+1)} a, \tag{5.66}
\end{equation*}
$$

where the convergence is uniform on bounded intervals of $t>0$. The functions $b_{n, k, p}(s)$ are nonnegative for $s>0$ and are defined by

$$
\begin{equation*}
b_{n, k, p}(s)=(-1)^{n+p}\binom{n}{k}\left(\frac{g(s)}{s}\right)^{(n-k)} a_{k, p}(s) p!, \quad s>0 \tag{5.67}
\end{equation*}
$$

where $a_{k, p}(s)$ are given by the recurrence relation

$$
\begin{align*}
& a_{k+1, p}(s)=a_{k, p-1}(s) g^{\prime}(s)+a_{k, p}^{\prime}(s), \quad 1 \leq p \leq k+1, k \geq 1,  \tag{5.68}\\
& a_{k, 0}=a_{k, k+1} \equiv 0, \quad a_{1,1}(s)=g^{\prime}(s)
\end{align*}
$$

Proof. As usual we denote by $R(s, A)$ the resolvent operator of $A: R(s, A)=$ $(s-A)^{-1}, s \in \varrho(A)$. The assumptions on the operator $A$ imply by the HilleYosida theorem that $(0, \infty) \subset \varrho(A)$ and

$$
\begin{equation*}
\left\|R(s, A)^{n}\right\| \leq M / s^{n}, \quad s>0, n \in \mathbb{N} \tag{5.69}
\end{equation*}
$$

To establish well posedness we prove estimates (2.14), where

$$
H(s)=\frac{g(s)}{s} R(g(s), A), \quad s>0
$$

Let us express $H^{(n)}(s)$ in terms of powers of

$$
w(s)=R(g(s), A)
$$

Note that $g(s)>0$ for $s>0$ (since $g(s) \in \mathcal{C B F}$ ) and thus $g(s) \in \varrho(A)$, i.e. the resolvent operator $R(g(s), A)$ is well defined. By the Leibniz rule it follows

$$
\begin{equation*}
H^{(n)}(s)=\sum_{k=0}^{n}\binom{n}{k}\left(\frac{g(s)}{s}\right)^{(n-k)} w^{(k)}(s) \tag{5.70}
\end{equation*}
$$

The formula for the $k$-th derivative of a composite function (see [105]) gives

$$
\begin{equation*}
w^{(k)}(s)=\sum_{p=1}^{k} a_{k, p}(s)(-1)^{p} p!(R(g(s), A))^{p+1} \tag{5.71}
\end{equation*}
$$

where the functions $a_{k, p}(s)$ are defined by (5.68).
We will prove inductively that for any $k \geq 1$ and $1 \leq p \leq k$

$$
\begin{equation*}
(-1)^{k+p} a_{k, p}(s) \in \mathcal{C} \mathcal{M} \mathcal{F} \tag{5.72}
\end{equation*}
$$

For $k=p=1$ this is fulfilled since $a_{1,1}(s)=g^{\prime}(s)$ and $g^{\prime}(s) \in \mathcal{C M \mathcal { F }}$ by Theorem 3.1(d). Further, $a_{2,1}=g^{\prime \prime}, a_{2,2}=\left(g^{\prime}\right)^{2}$ and the assertion (5.72) holds for these functions applying Theorem 3.1.(d) and Proposition 2.1.(a). Now fix some $k_{0} \geq 2$ and suppose that (5.72) holds for all $k \leq k_{0}, 1 \leq p \leq k$. Then, (5.68) implies that (5.72) is satisfied for $k=k_{0}+1,1 \leq p \leq k_{0}$, since $(-1)^{k_{0}+p+1} a_{k_{0}, p-1}(s) g^{\prime}(s) \in \mathcal{C} \mathcal{M} \mathcal{F}$ as a product of two completely monotone functions and $(-1)^{k_{0}+p+1} a_{k_{0}, p}^{\prime}(s) \in \mathcal{C} \mathcal{M} \mathcal{F}$ by (5.72). In addition, by (5.68), $a_{k_{0}+1, k_{0}+1}=a_{k_{0}, k_{0}} g^{\prime}$ and it is completely monotone since $a_{k_{0}, k_{0}} \in \mathcal{C} \mathcal{M F}$ and $g^{\prime} \in \mathcal{C} \mathcal{M F}$. In this way the proof of (5.72) is completed.

In particular, (5.72) implies

$$
\begin{equation*}
(-1)^{k+p} a_{k, p}(s) \geq 0, \quad s>0 . \tag{5.73}
\end{equation*}
$$

On the other hand, by Theorem 3.1(e) $g(s) / s \in \mathcal{C M \mathcal { F }}$, i.e.

$$
\begin{equation*}
(-1)^{n-k}(g(s) / s)^{(n-k)} \geq 0, \quad s>0 \tag{5.74}
\end{equation*}
$$

Inserting (5.71) in (5.70) we get

$$
\begin{equation*}
(-1)^{n} H^{(n)}(s)=\sum_{k=0}^{n} \sum_{p=1}^{k} b_{n, k, p}(s)(R(g(s), A))^{p+1} \tag{5.75}
\end{equation*}
$$

where the functions $b_{n, k, p}(s)$ are defined in (5.67). Moreover, inserting (5.73) and (5.74) in (5.67), it follows

$$
\begin{equation*}
b_{n, k, p}(s) \geq 0, s>0 \tag{5.76}
\end{equation*}
$$

In addition, let us note that in the trivial case $A \equiv 0$ (5.75) implies the identity

$$
\begin{equation*}
(-1)^{n}\left(s^{-1}\right)^{(n)}=\sum_{k=0}^{n} \sum_{p=1}^{k} b_{n, k, p}(s)(g(s))^{-(p+1)} . \tag{5.77}
\end{equation*}
$$

Now, applying successively (5.76), (5.69) and (5.77) we obtain from (5.75)

$$
\begin{aligned}
\left\|H^{(n)}(s)\right\| & \leq \sum_{k=0}^{n} \sum_{p=1}^{k} b_{n, k, p}(s)\left\|(R(g(s), A))^{p+1}\right\| \\
& \leq M \sum_{k=0}^{n} \sum_{p=1}^{k} b_{n, k, p}(s)\left((g(s))^{-(p+1)}\right. \\
& =M(-1)^{n}\left(s^{-1}\right)^{(n)}=M n!s^{-(n+1)}, \quad s>0 .
\end{aligned}
$$

Therefore, conditions (2.14) are satisfied and Theorem 2.1 implies that problem (5.62) is well-posed with bounded solution operator $S(t)$. Finally, since $u(t)=$ $S(t) a$ is a continuous and bounded function for $t \geq 0$, the Post-Widder inversion theorem (Theorem 1.1) can be applied and gives the representation (5.66).

The positivity of the coefficients $b_{n, k, p}$ in representation (5.66) has a useful direct consequence: it implies the positivity of the solution operator.

Corollary 5.1. Let $X$ be an ordered Banach space. Assume the conditions of Theorem 5.6 are satisfied and the solution operator $S_{1}(t)$ of the classical Cauchy problem (5.7) is positive. Then the solution operators $S(t)$ of problem (5.61) is positive.

Proof. Since

$$
R(s, A)=\int_{0}^{\infty} e^{-s t} S_{1}(t) d t, \quad s>0
$$

the positivity of the $C_{0}$-semigroup $S_{1}(t)$ implies that the resolvent operator $R(s, A)$ is positive: if $a \in X$ and $a \geq 0$, then $R(s, A) a \geq 0, s>0$. Therefore $R(g(s), A) a \geq 0$ for all $s>0$. This together with the positivity of the coefficients (5.67) in the representation formula (5.66) implies the positivity of $S(t)$.

### 5.4 Generalized relaxation equation

In this section we apply the subordination results to study the behavior of solution to the equation with generalized convolutional time-derivative in the scalar case. Consider the relaxation equation $(\lambda>0)$

$$
\begin{equation*}
{ }^{C_{\mathbb{D}}^{t}}{ }^{(\kappa)} u(t)+\lambda u(t)=f(t), \quad t>0 ; \quad u(0)=a \in \mathbb{R} . \tag{5.78}
\end{equation*}
$$

Denote by $u(t ; \lambda)$ the fundamental solution and by $v(t ; \lambda)$ the impulse-response solution, corresponding respectively to $a=1, f \equiv 0$, and $a=0, f(t)=\delta(t)$. The functions $u(t ; \lambda)$ and $v(t ; \lambda)$ are also referred to as relaxation functions. The unique solution of the relaxation equation (5.78) is given by

$$
\begin{equation*}
u(t)=a u(t ; \lambda)+\int_{0}^{t} v(\tau ; \lambda) f(t-\tau) d \tau \tag{5.79}
\end{equation*}
$$

In the particular case when ${ }^{C} \mathbb{D}_{t}^{(\kappa)}$ is the Caputo fractional derivative ${ }^{C} D_{t}^{\alpha}$ it is known that the relaxation functions are expressed in terms of Mittag-Leffler functions: $u(t ; \lambda)=E_{\alpha}\left(-\lambda t^{\alpha}\right)$ and $v(t ; \lambda)=t^{\alpha-1} E_{\alpha, \alpha}\left(-\lambda t^{\alpha}\right)$, see (1.30). The main aim now is to generalize estimates (1.31) to the case of the generalized relaxation equation (5.78). The proof is based on two properties: subordination identity and analyticity of the relaxation functions for $t>0$.

By applying Laplace transform to equation (5.78), we obtain the following representations of the fundamental and impulse-response solutions in Laplace domain

$$
\begin{equation*}
\widehat{u}(s ; \lambda)=\frac{g(s)}{s(g(s)+\lambda)}, \quad \widehat{v}(s ; \lambda)=\frac{1}{g(s)+\lambda}, \quad g(s)=s \widehat{\kappa}(s) . \tag{5.80}
\end{equation*}
$$

The assumptions (5.45) on the kernel $\kappa(t)$ are equivalent to the following assumptions on the function $g(s)$

$$
\begin{equation*}
g(s) \in \mathcal{C B F} ; \quad g(s) \rightarrow \infty \text { as } s \rightarrow \infty \tag{5.81}
\end{equation*}
$$

### 5.4.1 Subordination relations

Subordination relations for the relaxation functions $u(t ; \lambda)$ and $v(t ; \lambda)$ are formulated next.

Theorem 5.7. The relaxation functions $u(t ; \lambda)$ and $v(t ; \lambda)$ of problem (5.78) satisfy the subordination identities

$$
\begin{align*}
& u(t ; \lambda)=\int_{0}^{\infty} \varphi(t, \tau) e^{-\lambda \tau} d \tau, \quad t>0  \tag{5.82}\\
& v(t ; \lambda)=\int_{0}^{\infty} \psi(t, \tau) e^{-\lambda \tau} d \tau, \quad t>0 \tag{5.83}
\end{align*}
$$

where the functions $\varphi(t, \tau)$ and $\psi(t, \tau)$ obey the properties

$$
\begin{equation*}
\varphi(t, \tau) \geq 0, \psi(t, \tau) \geq 0 ; \quad \int_{0}^{\infty} \varphi(t, \tau) d \tau=1, \quad \int_{0}^{\infty} \psi(t, \tau) d \tau=k(t) \tag{5.84}
\end{equation*}
$$

where $k(t)$ is the Sonine kernel of $\kappa(t)$, i.e. $(k * \kappa)(t)=1$.
Proof. Relation (5.82) is a particular scalar version of Theorem 5.5 with $A=$ $-\lambda, S_{1}(t)=e^{-\lambda t}$.

To prove relation (5.83) let us define a function $\psi(t, \tau)$ via the Laplace transform pair

$$
\widehat{\psi}(s, \tau)=\int_{0}^{\infty} e^{-s t} \varphi(t, \tau) d t=e^{-\tau g(s)}, \quad s, \tau>0
$$

Since $g(s) \in \mathcal{C B F}$ then $e^{-\tau g(s)} \in \mathcal{C} \mathcal{M} \mathcal{F}$, see (2.3). Then Bernstein's theorem imply that $\psi(t, \tau)$ exists and $\psi(t, \tau) \geq 0$.

If we define a function $v(t ; \lambda)$ by (5.83), then for its Laplace transform we obtain

$$
\begin{aligned}
\int_{0}^{\infty} e^{-s t} v(t ; \lambda) d t & =\int_{0}^{\infty} e^{-s t}\left(\int_{0}^{\infty} \psi(t, \tau) e^{-\lambda \tau} d \tau\right) d t \\
& =\int_{0}^{\infty} \widehat{\psi}(s, \tau) e^{-\lambda \tau} d \tau \\
& =\int_{0}^{\infty} e^{-\tau g(s)} e^{-\lambda \tau} d \tau=\frac{1}{g(s)+\lambda}
\end{aligned}
$$

Comparing this result to (5.80), it follows by the uniqueness of the Laplace transform that $v(t ; \lambda)$ defined by (5.83) and the impulse-response solution of (5.78) coincide. In this way (5.83) is established.

The integral identity in (5.84) for $\psi(t, \tau)$ follows as a particular case of (5.83) by letting $\lambda \rightarrow 0$ and taking into account that $v(t ; 0)=k(t)$ since $\widehat{v}(s ; 0)=(s \widehat{\kappa}(s))^{-1}=g(s)^{-1}$.

### 5.4.2 Properties of the relaxation functions

In the next theorem, further useful properties of the relaxation functions are established (in the statements the functions $u(t ; \lambda)$ and $v(t ; \lambda)$ are considered as functions of one variable $t \geq 0$, while $\lambda$ is a parameter).

Theorem 5.8. For any $\lambda>0$ the functions $u(t ; \lambda)$ and $v(t ; \lambda)$ admit holomorphic extensions to the half-plane $\mathbb{C}_{+}$and

$$
\begin{align*}
& u(t ; \lambda), v(t ; \lambda) \in \mathcal{C} \mathcal{M} \mathcal{F} \text { in } t>0  \tag{5.85}\\
& u(0 ; \lambda)=1 ; \quad 0<u(t ; \lambda)<1, \quad v(t ; \lambda)>0, \quad t>0  \tag{5.86}\\
& \frac{d}{d t} u(t ; \lambda)=-\lambda v(t ; \lambda) \tag{5.87}
\end{align*}
$$

Moreover

$$
\begin{equation*}
u(t ; \lambda) \leq \frac{1}{1+\lambda(1 * k)(t)} \tag{5.88}
\end{equation*}
$$

where $k(t)$ is the resolvent kernel of $\kappa(t)$, i.e. $(k * \kappa)(t)=1$.
For any $\lambda \geq \lambda_{0}>0$ and $t>0$

$$
\begin{equation*}
u(t ; \lambda) \leq u\left(t ; \lambda_{0}\right), \quad v(t ; \lambda) \leq v\left(t ; \lambda_{0}\right) \tag{5.89}
\end{equation*}
$$

and

$$
\begin{equation*}
C \leq \lambda \int_{0}^{T} v(t ; \lambda) d t<1, \quad T>0 \tag{5.90}
\end{equation*}
$$

where the constant $C=1-u\left(T ; \lambda_{0}\right)>0$ is independent of $\lambda$.
Proof. First, applying Proposition 1.3, we prove that the function $u(t ; \lambda)$ admits holomorphic extensions to the half-plane $\mathbb{C}_{+}$. Since the function $f(t)=e^{-\lambda t}$ is holomorphic and bounded for $\Re t>0$, then, using that (ii) implies (i), it follows that the Laplace transform $\widehat{f}(s)=\frac{1}{s+\lambda}$ admits holomorphic extension to the sector $|\arg s|<\pi$ and

$$
\begin{equation*}
|s \widehat{f}(s)|=\left|\frac{s}{s+\lambda}\right| \leq M,|\arg s| \leq \theta, \forall \theta<\pi . \tag{5.91}
\end{equation*}
$$

Since $g(s) \in \mathcal{C B F}$ this function admits holomorphic extension to $\mathbb{C} \backslash(-\infty, 0]$ and therefore, in view of (5.80), this will hold also for

$$
\widehat{u}(s ; \lambda)=\frac{g(s)}{s(g(s)+\lambda)} .
$$

Moreover,

$$
|\arg g(s)| \leq|\arg s|, \quad s \in \mathbb{C} \backslash(-\infty, 0],
$$

which together with (5.91) gives

$$
|s \widehat{u}(s ; \lambda)|=\left|\frac{g(s)}{g(s)+\lambda}\right| \leq M,|\arg s| \leq \theta, \theta<\pi
$$

From implication (i) $\Rightarrow$ (ii) in Proposition 1.3, it follows that function $u(t ; \lambda)$ admits holomorphic extension to $\mathbb{C}_{+}$. The analyticity of $v(t ; \lambda)$ is then inferred taking into account relation (5.87), which is proven below.

From (5.80) and $u(0 ; \lambda)=1$ we deduce

$$
\mathcal{L}\left\{\frac{d u}{d t}\right\}(s ; \lambda)=\frac{g(s)}{g(s)+\lambda}-1=-\frac{\lambda}{g(s)+\lambda}=-\lambda \widehat{v}(s ; \lambda) .
$$

Identity (5.87) then follows from the uniqueness property of the Laplace transform.

To prove that $u(t ; \lambda) \in \mathcal{C M} \mathcal{F}$ we first, note that $\frac{s}{s+\lambda} \in \mathcal{C B F}$, since $\left(\frac{s}{s+\lambda}\right)^{-1}=1+\lambda s^{-1} \in \mathcal{S F}$, see ( $\left.\mathbf{P} 9\right)$ in Proposition 2.1. Therefore the function $\frac{g(s)}{g(s)+\lambda} \in \mathcal{C B F}$ as a composition of two complete Bernstein functions, see (P11) in Proposition 2.1. Therefore, the function $\frac{g(s)}{s(g(s)+\lambda)} \in \mathcal{S F}$ by ( P 7 ) and vanishes as $s \rightarrow+\infty$. Then property ( $\mathbf{P} 6$ ) gives for the inverse Laplace transform $u(t ; \lambda) \in \mathcal{C} \mathcal{M F}$. Applying (5.87) it follows $v(t ; \lambda) \in \mathcal{C} \mathcal{M F}$.

Since $u(t ; \lambda), v(t ; \lambda) \in \mathcal{C} \mathcal{M} \mathcal{F}$, they are nonnegative and nonincreasing functions for $t>0$. This fact, together with their analyticity, implies that these functions are positive and strictly decreasing.

The relaxation functions $u(t ; \lambda)$ satisfies the integral equation

$$
\begin{equation*}
u(t ; \lambda)=1-\lambda \int_{0}^{t} k(t-\tau) u(\tau ; \lambda) d \tau, \quad t>0 \tag{5.92}
\end{equation*}
$$

where $k$ is the resolvent kernel of $\kappa$. Taking into account the fact that $u(t ; \lambda)$ are positive and decreasing functions, the integral equation (5.92) yields

$$
1=u(t ; \lambda)+\lambda \int_{0}^{t} k(t-\tau) u(\tau ; \lambda) d \tau \geq u(t ; \lambda)+\lambda u(t ; \lambda) \int_{0}^{t} k(\tau) d \tau
$$

which implies estimates (5.88).
The inequalities (5.89) follow directly from the subordination identities (5.82) and (5.83). Indeed, for $\lambda \geq \lambda_{0}$

$$
u(t ; \lambda)=\int_{0}^{\infty} \varphi(t, \tau) e^{-\lambda \tau} d \tau \leq \int_{0}^{\infty} \varphi(t, \tau) e^{-\lambda_{0} \tau} d \tau=u\left(t ; \lambda_{0}\right)
$$

and analogously for $v(t ; \lambda)$. Here the nonnegativity of the functions $\varphi(t, \tau)$ and $\psi(t, \tau)$ is essential.

Applying (5.87) we deduce

$$
\lambda \int_{0}^{T} v(t ; \lambda) d t=1-u(T ; \lambda) .
$$

This together with the first inequality in (5.89) and $0<u(T ; \lambda)<1$ implies (5.90).

### 5.4.3 Application to an inverse source problem

As an application of the obtained estimates (5.90), uniqueness and a conditional stability result are established for an inverse source problem for the general time-fractional diffusion equation on a bounded domain.

Let $\Omega \subset \mathbb{R}^{d}$ be a bounded domain with sufficiently smooth boundary $\partial \Omega$, and $T>0$. Consider the initial-boundary-value problem

$$
\begin{align*}
C_{\mathbb{D}_{t}^{(\kappa)} u(x, t)} & =\Delta u(x, t)+F(x, t), \quad x \in \Omega, \quad t \in(0, T), \\
u(x, t) & =0, \quad x \in \partial \Omega, \quad t \in(0, T),  \tag{5.93}\\
u(x, 0) & =a(x), \quad x \in \Omega,
\end{align*}
$$

where the operator ${ }^{C} \mathbb{D}_{t}^{(\kappa)}$ is the general convolutional derivative that acts with respect to time variable and $\Delta$ is the Laplace operator acting on space variables.

Define the Laplace operator $\Delta$ in the Hilbert space $L^{2}(\Omega)$ with domain $D(\Delta)=H_{0}^{1}(\Omega) \cap H^{2}(\Omega)$, where $H_{0}^{1}(\Omega)$ and $H^{2}(\Omega)$ are standard notations for Sobolev spaces, for more details we refer to $[56,96]$. Denote by $\left\{-\lambda_{n}, \varphi_{n}\right\}_{n=1}^{\infty}$ the corresponding eigensystem. Then $0<\lambda_{1} \leq \lambda_{2} \leq \ldots, \lambda_{n} \rightarrow \infty$ as $n \rightarrow \infty$, and the functions $\left\{\varphi_{n}\right\}_{n=1}^{\infty}$ form an orthonormal basis of $L^{2}(\Omega)$.

Denote by (.,.) the inner product in $L^{2}(\Omega)$.
An equivalent norm in the Hilbert space $H_{0}^{1}(\Omega) \cap H^{2}(\Omega)$ is given by (see e.g. [56])

$$
\|v\|_{H_{0}^{1}(\Omega) \cap H^{2}(\Omega)}=\|\Delta v\|_{L^{2}(\Omega)},
$$

where $\|\Delta v\|_{L^{2}(\Omega)}^{2}=\sum_{n=1}^{\infty} \lambda_{n}^{2}\left(v, \varphi_{n}\right)^{2}$.
Applying eigenfunction decomposition, we obtain the following formal representation of the solution of problem (5.93)

$$
\begin{equation*}
u(x, t)=\sum_{n=1}^{\infty} a_{n} u_{n}(t) \varphi_{n}(x)+\sum_{n=1}^{\infty}\left(\int_{0}^{t} v_{n}(t-\tau) F_{n}(\tau) d \tau\right) \varphi_{n}(x) \tag{5.94}
\end{equation*}
$$

where $u_{n}(t)=u\left(t ; \lambda_{n}\right), v_{n}(t)=v\left(t ; \lambda_{n}\right)$ are the fundamental and impulseresponse solution of the relaxation equation (5.78) with $\lambda=\lambda_{n}, n \in \mathbb{N}$, and

$$
a_{n}=\left(a, \varphi_{n}\right), \quad F_{n}(t)=\left(F(., t), \varphi_{n}\right), \quad n \in \mathbb{N} .
$$

Assume now $a=0$ and $F(x, t)=f(x) q(t)$, where the function $q \in C[0, T]$ is known and satisfies $q(t) \geq q_{0}>0$ for all $t \in[0, T]$. Consider the inverse problem to determine the solution $u(x, t)$ and source term $f(x),(x \in \Omega, t \in(0, T))$, such that (5.93) is satisfied together with the additional overdetermination condition

$$
\begin{equation*}
u(x, T)=h(x), x \in \bar{\Omega} \tag{5.95}
\end{equation*}
$$

Theorem 5.9. Let $T>0$ be arbitrarily fixed. For any given $h \in H_{0}^{1}(\Omega) \cap$ $H^{2}(\Omega)$, there exists a unique solution $(f(x), u(x, t))$ to problem (5.93), satisfying $f \in L^{2}(\Omega)$ and

$$
u \in C\left([0, T] ; L^{2}(0,1)\right) \cap C\left((0, T] ; H_{0}^{1}(\Omega) \cap H^{2}(\Omega)\right)
$$

Moreover, there exist constants $\underline{C}>0$ and $\bar{C}>0$, such that

$$
\begin{equation*}
\underline{C}\|f\|_{L^{2}(\Omega)} \leq\|h\|_{H_{0}^{1}(\Omega) \cap H^{2}(\Omega)} \leq \bar{C}\|f\|_{L^{2}(\Omega)} . \tag{5.96}
\end{equation*}
$$

If $f$ satisfies the apriori bound condition $\|f\|_{H_{0}^{1}(\Omega) \cap H^{2}(\Omega)} \leq E$ then

$$
\begin{equation*}
\|f\|_{L^{2}(\Omega)} \leq \underline{C}^{-1 / 2} E^{1 / 2}\|h\|_{L^{2}(\Omega)}^{1 / 2} \tag{5.97}
\end{equation*}
$$

Proof. Taking $t=T$ in the formal expansion (5.94) of the solution of (5.93) we obtain

$$
\begin{equation*}
h(x)=\sum_{n=1}^{\infty} f_{n}\left(\int_{0}^{T} v_{n}(T-\tau) q(\tau) d \tau\right) \varphi_{n}(x) \tag{5.98}
\end{equation*}
$$

where $f_{n}=\left(f, \varphi_{n}\right)$.
Introducing the notations $h_{n}=\left(h, \varphi_{n}\right)$ and $Q_{n}(t)=\int_{0}^{t} v_{n}(t-\tau) q(\tau) d \tau$, (5.98) gives

$$
\begin{equation*}
h_{n}=f_{n} Q_{n}(T) . \tag{5.99}
\end{equation*}
$$

Since $Q_{n}(T) \geq q_{0} \int_{0}^{T} v_{n}(\tau) d \tau$ and $Q_{n}(T) \leq\|q\|_{C[0, T]} \int_{0}^{T} v_{n}(\tau) d \tau$, the bounds in (5.90) imply

$$
\begin{equation*}
0<\underline{C} / \lambda_{n} \leq Q_{n}(T) \leq \bar{C} / \lambda_{n} \tag{5.100}
\end{equation*}
$$

where the constants $\underline{C}$ and $\bar{C}$ do not depend on $n$.

In particular, $Q_{n}(T)>0$. This implies that the solution $\{f(x), u(x, t)\}$ of problem (5.93), (5.95) is unique. Indeed, if $h(x)=0$ then $f(x)=0$ by (5.99) and from the uniqueness of the direct problem, also $u(x, t)=0$.

Estimates (5.100) for $Q_{n}(T)$ and (5.99) imply (5.96).
The lower bound in (5.100) can be used to prove the conditional stability result (5.97). Indeed, by (5.99)

$$
\begin{equation*}
\|f\|_{L^{2}(\Omega)}^{2} \leq \sum_{n=1}^{\infty} f_{n}^{2}=\sum_{n=1}^{\infty} \frac{h_{n}}{Q_{n}^{2}(T)} h_{n} \leq\left(\sum_{n=1}^{\infty} \frac{h_{n}^{2}}{Q_{n}^{4}(T)}\right)^{\frac{1}{2}}\left(\sum_{n=1}^{\infty} h_{n}^{2}\right)^{\frac{1}{2}} \tag{5.101}
\end{equation*}
$$

Applying (5.100), the first term is estimated as follows

$$
\begin{aligned}
\sum_{n=1}^{\infty} \frac{h_{n}^{2}}{Q_{n}^{4}(T)} & =\sum_{n=1}^{\infty} \frac{f_{n}^{2}}{Q_{n}^{2}(T)} \\
& \leq \underline{C}^{-2} \sum_{n=1}^{\infty} \lambda_{n}^{2} f_{n}^{2} \\
& =\underline{C}^{-2}\|f\|_{H_{0}^{1}(\Omega) \cap H^{2}(\Omega)}^{2} \\
& \leq \underline{C}^{-2} E^{2} .
\end{aligned}
$$

Plugging this bound in (5.101) completes the proof of (5.97).

## Chapter 6

## Multinomial Mittag-Leffler type functions

We continue the study of the evolution equations with multiple derivatives in time with the main emphasis on the multinomial Mittag-Leffler function, which appear in the representation of their solutions. Basic properties of this function and its Prabhakar type generalization are studied, including complete monotonicity. Some subordination relations are established. The obtained results extend known properties of the classical Mittag-Leffler function.

### 6.1 Definition and basic relations

Various types of multi-index generalizations of the classical Mittag-Leffler function (1.21) are studied, see e.g. [86], the recent surveys [59, 60, 87] and the monographs [45, 85]. One of them is the multinomial Mittag-Leffler function

$$
E_{\left(\mu_{1}, \ldots, \mu_{m}\right), \beta}\left(z_{1}, \ldots, z_{m}\right)=\sum_{\substack{k=0}}^{\infty} \sum_{\substack{k_{1}+\ldots+k_{m}=k \\ k_{1} \geq 0, \ldots, k_{m} \geq 0}} \frac{k!}{k_{1}!\ldots k_{m}!} \frac{\prod_{j=1}^{m} z_{j}^{k_{j}}}{\Gamma\left(\beta+\sum_{j=1}^{m} \mu_{j} k_{j}\right)},
$$

where $z_{j} \in \mathbb{C}, \mu_{j}>0, \beta \in \mathbb{R}, j=1, \ldots, m$. It is proposed in [50] and used for solving multi-term fractional differential equations with constant coefficients by operational method in [71]. The multinomial Mittag-Leffler function plays a crucial role in the study of multi-term time-fractional diffusion equations. This is due to the fact that the time-dependent components in the eigenfunction expansion of the solution to initial-boundary value problems for multi-term
equations are expressed in terms of multinomial Mittag-Leffler functions, see e.g. [56, 67, 68].

Initial-boundary-value problems for diffusion equations with multiple time derivatives and nonlocal boundary conditions are considered in [23]. The nonlocal character of the boundary conditions leads to a non-selfadjoint problem and multidimensional eigenspaces. This, in turn, implies that the time-dependent components in the generalized eigenfunction expansions of the solutions are expressed in terms of multinomial Mittag-Leffler functions and convolutions of them. It is known that convolution of two classical Mittag-Leffler functions is a Prabhakar function, see (1.36). Therefore, in the context of nonlocal boundary value problems for multi-term time-fractional differential equations the need of Prabhakar type generalization of the multinomial Mittag-Leffler function naturally emerge. Such a generalization, which is at the same time a multinomial generalization of the Prabhakar function (1.32) is defined next.

For the sake of brevity we use the vector notation $\vec{\mu}=\left(\mu_{1}, \mu_{2}, \ldots, \mu_{m}\right)$.
The multinomial Prabhakar function is defined as follows [15]

$$
\begin{equation*}
E_{\vec{\mu}, \beta}^{\delta}\left(z_{1}, \ldots, z_{m}\right)=\sum_{k=0}^{\infty} \sum_{\substack{k_{1}, \ldots+k_{m}=k \\ k_{1} \geq 0, \ldots, k_{m} \geq 0}} \frac{(\delta)_{k}}{k_{1}!\cdots k_{m}!} \frac{\prod_{j=1}^{m} z_{j}^{k_{j}}}{\Gamma\left(\beta+\sum_{j=1}^{m} \mu_{j} k_{j}\right)}, \tag{6.1}
\end{equation*}
$$

where $z_{j} \in \mathbb{C}, \mu_{j}, \beta, \delta \in \mathbb{R}, \mu_{j}>0, j=1, \ldots, m$. Here $(\delta)_{k}$ denotes the Pochhammer symbol

$$
(\delta)_{k}=\frac{\Gamma(\delta+k)}{\Gamma(\delta)}=\delta(\delta+1) \ldots(\delta+k-1), \quad k \in \mathbb{N}, \quad(\delta)_{0}=1
$$

In general, the parameters $\mu_{j}, \beta, \delta$, are allowed to assume complex values with $\Re \mu_{j}>0$. In this work, however, we restrict our attention to real parameters, which are of particular interest for the considered applications.

The classical Prabhakar function (1.32) is recovered from (6.1) for $m=1$. The binomial variant ( $m=2$ ) of function (6.1) was recently introduced and studied in [39]. In the special case $\delta=1$ the Pochhammer symbol yields $(1)_{k}=k$ ! and the function (6.1) is the multinomial Mittag-Leffler function

$$
\begin{equation*}
E_{\left(\mu_{1}, \ldots, \mu_{m}\right), \beta}\left(z_{1}, \ldots, z_{m}\right)=E_{\left(\mu_{1}, \ldots, \mu_{m}\right), \beta}^{1}\left(z_{1}, \ldots, z_{m}\right) \tag{6.2}
\end{equation*}
$$

If $\delta=-n$ is a negative integer then the Prabhakar function (6.1) is defined by a finite sum (since $(-n)_{k}=0$ for $k \geq n+1$ ), and $E_{\mu, \beta}^{0}(\cdot)=1 / \Gamma(\beta)$.

Let us note that the double summation in (6.1) can be formally replaced by the multiple summation, that is

$$
E_{\vec{\mu}, \beta}^{\delta}\left(z_{1}, \ldots, z_{m}\right)=\sum_{k_{1}=0}^{\infty} \ldots \sum_{k_{m}=0}^{\infty} \frac{(\delta)_{k_{1}+\ldots+k_{m}}}{\Gamma\left(\beta+\sum_{j=1}^{m} \mu_{j} k_{j}\right)} \prod_{j=1}^{m} \frac{z_{j}^{k_{j}}}{k_{j}!} .
$$

This yields a multiple power series, which converges absolutely and locally uniformly, and thus defines an entire function in each $z_{j}, j=1, \ldots, m$. Therefore, both representations are equivalent.

Applying successive term by term differentiation in (6.1) and using the identity $(\delta)_{k+1}=\delta(\delta+1)_{k}$ we deduce the relation

$$
\left(\frac{\partial}{\partial z_{j}}\right)^{n} E_{\vec{\mu}, \beta}^{\delta}\left(z_{1}, \ldots, z_{m}\right)=(\delta)_{n} E_{\vec{\mu}, n \mu_{j}+\beta}^{\delta+n}\left(z_{1}, \ldots, z_{m}\right)
$$

which generalizes a well-known identity for $m=1$, see e.g. [91], Eq.(2.1).
In the rest of this work we are concerned only with the following multinomial Prabhakar type function of a single variable $t>0$, which is of particular importance for the study of multi-term time-fractional equations

$$
\begin{equation*}
\mathcal{E}_{\left(\mu_{1}, \ldots, \mu_{m}\right), \beta}^{\delta}\left(t ; a_{1}, \ldots, a_{m}\right):=t^{\beta-1} E_{\left(\mu_{1}, \ldots, \mu_{m}\right), \beta}^{\delta}\left(-a_{1} t^{\mu_{1}}, \ldots,-a_{m} t^{\mu_{m}}\right) \tag{6.3}
\end{equation*}
$$

where $\mu_{j}>0, \beta>0, \delta \in \mathbb{R}, a_{j}>0, j=1, \ldots, m$. For the sake of brevity the short notation $\mathcal{E}_{\vec{\mu}, \beta}^{\delta}(t ; \vec{a})$ is used for the function (6.3). Definition (6.1) yields the series representation

$$
\begin{equation*}
\mathcal{E}_{\vec{\mu}, \beta}^{\delta}(t ; \vec{a})=\sum_{k=0}^{\infty} \sum_{\substack{k_{1}+\ldots+k_{m}=k \\ k_{1} \geq 0, \ldots, k_{m} \geq 0}} \frac{(-1)^{k}(\delta)_{k}}{k_{1}!\ldots k_{m}!} \frac{\left(\prod_{j=1}^{m} a_{j}^{k_{j}}\right) t^{\beta-1+\sum_{j=1}^{m} \mu_{j} k_{j}}}{\Gamma\left(\beta+\sum_{j=1}^{m} \mu_{j} k_{j}\right)} . \tag{6.4}
\end{equation*}
$$

The first terms in the power series (6.4) give the following asymptotic expansion for $t \rightarrow 0$ :

$$
\begin{equation*}
\mathcal{E}_{\vec{\mu}, \beta}^{\delta}(t ; \vec{a}) \sim \frac{t^{\beta-1}}{\Gamma(\beta)}-\delta \sum_{j=1}^{m} a_{j} \frac{t^{\beta-1+\mu_{j}}}{\Gamma\left(\beta+\mu_{j}\right)}, \quad t \rightarrow 0 \tag{6.5}
\end{equation*}
$$

We study the multinomial Prabhakar type function (6.3) applying Laplace transform technique. For this reason we are concerned only with locally integrable functions $\mathcal{E}_{\vec{\mu}, \beta}^{\delta}(t ; \vec{a})$. Taking into account (6.5), this is guaranteed by the assumptions on the parameters of function (6.3).

Theorem 6.1. The Laplace transform $\widehat{\mathcal{E}}_{\vec{\mu}, \beta}^{\delta}(s ; \vec{a})$ of the multinomial Prabhakar type function $\mathcal{E}_{\vec{\mu}, \beta}^{\delta}(t ; \vec{a})$ is given by the identity

$$
\begin{equation*}
\widehat{\mathcal{E}}_{\vec{\mu}, \beta}^{\delta}(s ; \vec{a}):=\mathcal{L}\left\{\mathcal{E}_{\vec{\mu}, \beta}^{\delta}(t ; \vec{a})\right\}(s)=\frac{s^{-\beta}}{\left(1+\sum_{j=1}^{m} a_{j} s^{-\mu_{j}}\right)^{\delta}} \tag{6.6}
\end{equation*}
$$

for $s \in \mathbb{C}$, such that $\Re s>0$.
Proof. By applying term-wise Laplace transform to the series (6.4) and using the Laplace transform pair (1.4) for $\alpha>0$, $\Re s>0$, we obtain

$$
\begin{equation*}
\mathcal{L}\left\{\mathcal{E}_{\vec{\mu}, \beta}^{\delta}(t ; \vec{a})\right\}(s)=s^{-\beta} \sum_{k=0}^{\infty} \sum_{\substack{k_{1}+\ldots+k_{m}=k \\ k_{1} \geq 0, \ldots, k_{m} \geq 0}} \frac{(-1)^{k}(\delta)_{k}}{k_{1}!\ldots k_{m}!} \prod_{j=1}^{m}\left(a_{j} s^{-\mu_{j}}\right)^{k_{j}} \tag{6.7}
\end{equation*}
$$

By the use of the binomial series

$$
\begin{equation*}
(1+Z)^{-\delta}=\sum_{k=0}^{\infty} \frac{(\delta)_{k}}{k!}(-Z)^{k}, \quad|Z|<1 \tag{6.8}
\end{equation*}
$$

and the multinomial theorem

$$
\left(Z_{1}+\ldots+Z_{m}\right)^{k}=\sum_{\substack{k_{1}+\ldots+k_{m}=k \\ k_{1} \geq 0, \ldots, k_{m} \geq 0}} \frac{k!}{k_{1}!\ldots k_{m}!} \prod_{j=1}^{m} Z_{j}^{k_{j}}
$$

(6.7) implies (6.6) for $\Re s>0$, provided $\left|\sum_{j=1}^{m} a_{j} s^{-\mu_{j}}\right|<1$. The last condition can be avoided by using analytic continuation. In this way the statement is established for any $s \in \mathbb{C}$, such that $\Re s>0$.

The Laplace transform pair (6.6) shows that, in general, the representation as a multinomial Prabhakar type function is not unique. For example, the identity $\mathcal{E}_{\mu, \beta}^{2 \delta}(t ; a)=\mathcal{E}_{(\mu, 2 \mu), \beta}^{\delta}\left(t ; 2 a, a^{2}\right)$ can be proven by the use of (6.6). Moreover, the order of parameters $\mu_{j}$ in (6.3) can be changed (together with the corresponding $a_{j}$ ). For clarity, in what follows we choose the representation with minimal $m$ and when a special arrangement of the parameters $\mu_{j}$ (resp. $a_{j}$ ) is assumed, this is explicitly stated.

A reduction of parameters result is established next.

Theorem 6.2. For any $j=1, \ldots, m$, there holds

$$
\begin{equation*}
\mathcal{E}_{\vec{\mu}, \beta}^{\delta}(t ; \vec{a})=\sum_{k=0}^{\infty} \frac{(\delta)_{k}}{k!}\left(-a_{j}\right)^{k} \mathcal{E}_{\left(\mu_{1}, \ldots, \mu_{j-1}, \mu_{j+1}, \ldots, \mu_{m}\right), \mu_{j} k+\beta}^{k+\delta}\left(t ; \vec{a}^{\prime}\right), \tag{6.9}
\end{equation*}
$$

where $\vec{a}=\left(a_{1}, \ldots, a_{m}\right)$ and $\vec{a}^{\prime}=\left(a_{1}, \ldots, a_{j-1}, a_{j+1}, \ldots, a_{m}\right)$.
Proof. Representation (6.9) is deduced from the following identity obtained by the use of the binomial series (6.8)

$$
\widehat{\mathcal{E}}_{\vec{\mu}, \beta}^{\delta}(s ; \vec{a})=s^{-\beta}\left(1+\Sigma^{\prime}\right)^{-\delta}\left(1+\frac{a_{j} s^{-\mu_{j}}}{1+\Sigma^{\prime}}\right)^{-\delta}=\sum_{k=0}^{\infty} \frac{(\delta)_{k}}{k!}\left(-a_{j}\right)^{k} \frac{s^{-\mu_{j} k-\beta}}{\left(1+\Sigma^{\prime}\right)^{k+\delta}},
$$

where $\Sigma^{\prime}=\sum_{l} a_{l} s^{-\mu_{l}}, l=1,2, \ldots, j-1, j+1, \ldots, m$, by applying (6.6) and the uniqueness of Laplace transform.

The integration, differentiation and convolution properties for the multinomial Prabhakar type functions, given next, extend those for the classical Prabhakar function (see e.g. [43]).

Theorem 6.3. The following identities hold true

$$
\begin{align*}
& J_{t}^{\alpha}\left(\mathcal{E}_{\vec{\mu}, \beta}^{\delta}(t ; \vec{a})\right)=\mathcal{E}_{\vec{\mu}, \beta+\alpha}^{\delta}(t ; \vec{a}), \quad \alpha>0,  \tag{6.10}\\
& \left(\frac{d}{d t}\right)^{n} \mathcal{E}_{\vec{\mu}, \beta}^{\delta}(t ; \vec{a})=\mathcal{E}_{\vec{\mu}, \beta-n}^{\delta}(t ; \vec{a}), \quad \beta>n,  \tag{6.11}\\
& \left(\mathcal{E}_{\vec{\mu}, \beta}^{\delta}(\cdot ; \vec{a})\right) *\left(\mathcal{E}_{\vec{\mu}, \beta_{0}}^{\delta_{0}}(\cdot ; \vec{a})\right)(t)=\mathcal{E}_{\vec{\mu}, \beta+\beta_{0}}^{\delta+\delta_{0}}(t ; \vec{a}), \tag{6.12}
\end{align*}
$$

where $J_{t}^{\alpha}$ is the Riemann-Liouville fractional integral and $*$ denotes the Laplace convolution.

The above identities can be verified directly from the series definition (6.4), or, proving by the use of (6.6) that the Laplace transforms of both sides coincide. Technically, the second method is shorter. Since the proofs are straightforward, they are omitted here. In the binomial case $m=2$ the identities in Theorem 6.3 are proved in detail in [39].

### 6.2 Complete monotonicity

This section is devoted to the study of complete monotonicity property of the multinomial Prabhakar type function (6.3) for $t>0$. Concerning the
classical Prabhakar type function the current most general result states that the function $t^{\beta-1} E_{\mu, \beta}^{\delta}\left(-t^{\mu}\right), t>0$, is completely monotone if the parameters satisfy the conditions [43]

$$
0<\mu \leq 1,0<\mu \delta \leq \beta \leq 1
$$

A detailed proof can be found in [31]. This result is extended next to the multinomial case. To this end, we prove first an auxiliary statement.

Proposition 6.1. Let $\alpha \in(0,1]$ and $0 \leq \alpha_{j}<\alpha \leq 1, q_{j}>0, j=1, \ldots, m$. Then

$$
\left(s^{\alpha}+\sum_{j=1}^{m} q_{j} s^{\alpha_{j}}\right)^{1 / \alpha} \in \mathcal{C B F} \text { and }\left(s^{-\alpha}+\sum_{j=1}^{m} q_{j} s^{-\alpha_{j}}\right)^{-1 / \alpha} \in \mathcal{C B F}
$$

Proof. Property (P14) in Proposition 2.1 implies by induction that for any $f, f_{j} \in \mathcal{C B F}, j=1, \ldots, m$, and $\alpha \in[-1,1] \backslash\{0\}$ there holds

$$
\begin{equation*}
\left(f^{\alpha}(s)+\sum_{j=1}^{m} f_{j}^{\alpha}(s)\right)^{1 / \alpha} \in \mathcal{C B F} \tag{6.13}
\end{equation*}
$$

It remains to plug in (6.13) the complete Bernstein functions $f(s)=s, f_{j}(s)=$ $q_{j}^{1 / \alpha} s^{\alpha_{j} / \alpha}, j=1, \ldots, m$, and use property (P11) in Proposition 2.1

Theorem 6.4. Let $1 \geq \mu_{1}>\mu_{2}>\ldots>\mu_{m}>0,0<\mu_{1} \delta \leq \beta \leq 1$, and $a_{j}>0, j=1, \ldots, m$. Then

$$
\begin{equation*}
\mathcal{E}_{\left(\mu_{1}, \ldots, \mu_{m}\right), \beta}^{\delta}\left(t ; a_{1}, \ldots, a_{m}\right) \in \mathcal{C M F}, \quad t>0 \tag{6.14}
\end{equation*}
$$

Proof. We prove complete monotonicity of $\mathcal{E}_{\vec{\mu}, \beta}^{\delta}(t ; \vec{a})$ by applying criterion (P6) in Proposition 2.1. To establish $\widehat{\mathcal{E}}_{\vec{\mu}, \beta}^{\delta}(s ; \vec{a}) \in \mathcal{S} \mathcal{F}$ we note that, according to (P8) in Proposition 2.1, it is equivalent to $\left(\widehat{\mathcal{E}}_{\vec{\mu}, \beta}^{\delta}(s ; \vec{a})\right)^{-1} \in \mathcal{C B F}$, or, taking into account (6.6), to

$$
\begin{equation*}
s^{\beta-\mu_{1} \delta}\left(s^{\mu_{1}}+\sum_{j=1}^{m} a_{j} s^{\mu_{1}-\mu_{j}}\right)^{\delta} \in \mathcal{C B F} \tag{6.15}
\end{equation*}
$$

Let first $\beta \neq \mu_{1} \delta$. To prove (6.15) we apply (P7) to the function $\varphi^{\alpha_{1}}(s) \cdot \psi^{\alpha_{2}}(s)$ with $\alpha_{1}=\beta-\mu_{1} \delta>0, \alpha_{2}=\mu_{1} \delta>0$, and

$$
\varphi(s)=s, \quad \psi(s)=\left(s^{\mu_{1}}+\sum_{j=1}^{m} a_{j} s^{\mu_{1}-\mu_{j}}\right)^{1 / \mu_{1}}
$$

where $\varphi \in \mathcal{C B F}$ and $\psi \in \mathcal{C B F}$ (according to Proposition 6.1).
If $\beta=\mu_{1} \delta$ then the function in (6.15) is $\psi^{\mu_{1} \delta}(s)$ and it is a complete Bernstein function as a composition of two complete Bernstein functions: $\psi(s)$ and $s^{\mu_{1} \delta}$, where $\mu_{1} \delta \leq 1$, see ( $\mathbf{P 1 1 ) \text { . }}$

In this way (6.15) is verified and, thus, we proved that $\widehat{\mathcal{E}}_{\vec{\mu}, \beta}^{\delta}(s ; \vec{a}) \in \mathcal{S F}$. Moreover, since $\beta>0$, (6.6) implies $\widehat{\mathcal{E}}_{\vec{\mu}, \beta}^{\delta}(s ; \vec{a}) \rightarrow 0$ as $s \rightarrow \infty$. Therefore, the conditions in (P6) are established and the proof of the theorem is completed.

Let us note that the condition $\beta \leq 1$ is also necessary for complete monotonicity property (6.14). Indeed, $\mathcal{E}_{\vec{\mu}, \beta}^{\delta}(t ; \vec{a}) \in \mathcal{C} \mathcal{M} \mathcal{F}$ implies that the asymptotic expansions of this function for $t \rightarrow 0$ as well as for $t \rightarrow+\infty$ should be completely monotone functions. We see from (6.5) that at $t \rightarrow 0$ the function $\mathcal{E}_{\vec{\mu}, \beta}^{\delta}(t ; \vec{a})$ behaves as $t^{\beta-1} / \Gamma(\beta)$, which is completely monotone only when $\beta \leq 1$.

Next we derive the asymptotic expansion for $t \rightarrow \infty$. To this end we need the expansion of $\widehat{\mathcal{E}}_{\vec{\mu}, \beta}^{\delta}(s ; \vec{a})$ for $s \rightarrow 0$. Let $\mu_{1}>\mu_{2}>\ldots>\mu_{m}>0$. Then for $s \rightarrow 0$

$$
\widehat{\mathcal{E}}_{\vec{\mu}, \beta}^{\delta}(s ; \vec{a})=\frac{s^{\mu_{1} \delta-\beta}}{\left(s^{\mu_{1}}+a_{m} s^{\mu_{1}-\mu_{m}}+\ldots+a_{2} s^{\mu_{1}-\mu_{2}}+a_{1}\right)^{\delta}} \sim \frac{s^{\mu_{1} \delta-\beta}}{\left(a_{2} s^{\mu_{1}-\mu_{2}}+a_{1}\right)^{\delta}}
$$

and, therefore

$$
\mathcal{E}_{\vec{\mu}, \beta}^{\delta}(t ; \vec{a}) \sim a_{2}^{-\delta} t^{\beta-\mu_{2} \delta-1} E_{\mu_{1}-\mu_{2}, \beta-\mu_{2} \delta}^{\delta}\left(-a_{1} a_{2}^{-1} t^{\mu_{1}-\mu_{2}}\right), \quad t \rightarrow+\infty .
$$

From the asymptotic behavior of the Prabhakar function (see e.g. [43], eq. (3.13)) the leading term as $t \rightarrow+\infty$ is obtained as follows

$$
\mathcal{E}_{\vec{\mu}, \beta}^{\delta}(t ; \vec{a}) \sim\left\{\begin{array}{l}
a_{1}^{-\delta} \frac{t^{\beta-\mu_{1} \delta-1}}{\Gamma\left(\beta-\mu_{1} \delta\right)}, \quad \mu_{1} \delta \neq \beta  \tag{6.16}\\
-\delta a_{1}^{-\delta-1} a_{2} \frac{t^{-\mu_{1}+\mu_{2}-1}}{\Gamma\left(-\mu_{1}+\mu_{2}\right)}, \quad \mu_{1} \delta=\beta
\end{array} \quad, \quad t \rightarrow+\infty\right.
$$

We observe that the leading terms in (6.16) are completely monotone functions under the assumptions of Theorem 6.4.

Let us point out that (6.16) can be guaranteed only when $a_{j}>0$ for each $j=1, \ldots, m$. In the classical case $m=1$ this is known [43]. A relevant counterexample concerning the two-term case is provided in [67], Remark 4.1.

We also note that, according to (P6) and (P15) in Proposition 2.1, the complete monotonicity property (6.14) implies that $\widehat{\mathcal{E}}_{\vec{\mu}, \beta}^{\delta}(s ; \vec{a})$ can be analytically extended to the whole complex plane cut along the negative real axis. Therefore, the function $s^{\mu_{1}}+a_{m} s^{\mu_{1}-\mu_{m}}+\ldots+a_{2} s^{\mu_{1}-\mu_{2}}+a_{1}$ should not have any zeros there. This is guaranteed by the assumptions $\mu_{j}<\mu_{1} \leq 1$ and $a_{j}>0$. The question whether these conditions are also necessary for complete monotonicity property (6.14) in the multinomial case needs further investigation.

Further, let us note that identity (6.6) implies

$$
\begin{equation*}
\widehat{\mathcal{E}}_{\vec{\mu}, \beta}^{\delta}(s ; \vec{a}) \widehat{\mathcal{E}}_{\vec{\mu}, 1-\beta}^{-\delta}(s ; \vec{a})=1 / s, \quad s>0 . \tag{6.17}
\end{equation*}
$$

Therefore, according to property ( $\mathbf{P} 10$ ) in Proposition $2.1 \widehat{\mathcal{E}}_{\vec{\mu}, \beta}^{\delta}(s ; \vec{a}) \in \mathcal{S} \mathcal{F}$ if and only if $\widehat{\mathcal{E}}_{\vec{\mu}, 1-\beta}^{-\delta}(s ; \vec{a}) \in \mathcal{S F}$. If $\beta \in(0,1)$ then both Laplace transforms vanish as $s \rightarrow \infty$ and according to (P3) $\mathcal{E}_{\vec{\mu}, \beta}^{\delta}(t ; \vec{a}) \in \mathcal{C} \mathcal{M} \mathcal{F}$ if and only if $\mathcal{E}_{\vec{\mu}, 1-\beta}^{-\delta}(t ; \vec{a}) \in \mathcal{C} \mathcal{M} \mathcal{F}$. In other words, identity (6.17) implies that $\mathcal{E}_{\vec{\mu}, \beta}^{\delta}(t ; \vec{a})$ and $\mathcal{E}_{\vec{\mu}, 1-\beta}^{-\delta}(t ; \vec{a})$ are Sonine kernels, that is

$$
\mathcal{E}_{\vec{\mu}, \beta}^{\delta}(t ; \vec{a}) * \mathcal{E}_{\vec{\mu}, 1-\beta}^{-\delta}(t ; \vec{a})=1, \quad t>0
$$

and the complete monotonicity of the one implies the complete monotonicity of the other. In this way we obtained the following

Corollary 6.1. Under the assumptions of Theorem 6.4 and $\beta \neq 1$ there holds

$$
\begin{equation*}
\mathcal{E}_{\left(\mu_{1}, \ldots, \mu_{m}\right), 1-\beta}^{-\delta}\left(t ; a_{1}, \ldots, a_{m}\right) \in \mathcal{C} \mathcal{M} \mathcal{F}, \quad t>0 \tag{6.18}
\end{equation*}
$$

### 6.3 Equations with multiple time-derivatives

Let ${ }^{C} D_{t}^{\alpha}$ and $D_{t}^{\alpha}$ be the fractional time-derivatives in the Caputo and Riemann-Liouville sense, respectively, and let $A$ be a generator of a bounded $C_{0^{-}}$semigroup in a Banach space $X$. In this section we continue the study of the two types of multi-term generalizations of the fractional evolution equation

$$
\begin{equation*}
{ }^{C} D_{t}^{\alpha} u(t)=A u(t)+f(t), \quad t>0, \quad 0<\alpha \leq 1 . \tag{6.19}
\end{equation*}
$$

Let $1 \geq \alpha>\alpha_{1}>\ldots>\alpha_{m}>0, b_{j}>0, j=1, \ldots, m$. We consider the multi-term time-fractional differential equation in the Caputo form

$$
\begin{equation*}
{ }^{C} D_{t}^{\alpha} u(t)+\sum_{j=1}^{m} b_{j}{ }^{C} D_{t}^{\alpha_{j}} u(t)=A u(t)+f(t), \quad t>0 \tag{6.20}
\end{equation*}
$$

and in the Riemann-Liouville form

$$
\begin{equation*}
u^{\prime}(t)=D_{t}^{1-\alpha} A u(t)+\sum_{j=1}^{m} b_{j} D_{t}^{1-\alpha_{j}} A u(t)+f(t), \quad t>0 \tag{6.21}
\end{equation*}
$$

For notational convenience equation (6.21) is written here in a slightly different form compared to (5.6) in the previous chapter. We point out that in our considerations of equations (6.20) and (6.21) the case $\alpha=1$ is included in order to cover important models, such as the two time-scale mobile-immobile model for the subdiffusive transport of solutes in heterogeneous porous media [103], and the Rayleigh-Stokes problem for a generalized second grade fluid [24]. Therefore, it is not possible to use for the study of equations (6.20) and (6.21) the framework of general fractional derivative proposed in [62]. Indeed, if for example, the multi-term derivative operator in ( 6.20 ) with $\alpha=1$ is represented as a general fractional derivative, the corresponding kernel of this derivative would contain a Dirac delta function, see also [51] for a related discussion.

For a unified approach to the two types of multi-term time-fractional differential equations, (6.20) and (6.21), we rewrite them for $f \equiv 0$ as a Volterra integral equation

$$
\begin{equation*}
u(t)=u(0)+\int_{0}^{t} k(t-\tau) A u(\tau) d \tau, \quad t>0 \tag{6.22}
\end{equation*}
$$

where the kernel $k(t)=k_{1}(t)$ in the case of equation (6.20) and $k(t)=k_{2}(t)$ in the case of equation (6.21). The Laplace transforms of the kernels obey $\widehat{k}_{i}(s)=1 / g_{i}(s), i=1,2$, where

$$
\begin{equation*}
g_{1}(s)=s^{\alpha}+\sum_{j=1}^{m} b_{j} s^{\alpha_{j}}, \quad g_{2}(s)=\left(s^{-\alpha}+\sum_{j=1}^{m} b_{j} s^{-\alpha_{j}}\right)^{-1} . \tag{6.23}
\end{equation*}
$$

Therefore, taking into account (6.6), we deduce

$$
\begin{align*}
k_{1}(t) & =\mathcal{E}_{\left(\alpha-\alpha_{1}, \ldots, \alpha-\alpha_{m}\right), \alpha}\left(t ; b_{1}, \ldots, b_{m}\right)  \tag{6.24}\\
k_{2}(t) & =\frac{t^{\alpha-1}}{\Gamma(\alpha)}+\sum_{j=1}^{m} b_{j} \frac{t^{\alpha_{j}-1}}{\Gamma\left(\alpha_{j}\right)} \tag{6.25}
\end{align*}
$$

The kernels $k_{i}(t) \in C\left(\mathbb{R}_{+}\right) \cap L_{l o c}^{1}\left(\mathbb{R}_{+}\right)$are completely monotone functions, see Theorem 6.4.

### 6.3.1 Subordination

In order to apply the general subordination theorem (Theorem 2.4) we have to establish (2.24) for some $\alpha$. We know from the previous chapter that $g_{i}(s) \in$ $\mathcal{C B F}, i=1,2$. According to Proposition 6.1 a stronger property is satisfied:

$$
\begin{equation*}
g_{i}(s)^{1 / \alpha} \in \mathcal{C B F}, \quad i=1,2 \tag{6.26}
\end{equation*}
$$

This together with property (P11) in Proposition 2.1 also implies

$$
g_{i}(s)^{1 / \beta}=\left(g_{i}(s)^{1 / \alpha}\right)^{\alpha / \beta} \in \mathcal{C B F}, \quad 0<\alpha \leq \beta \leq 1, \quad i=1,2,
$$

as a composition of two complete Bernstein functions.
Proposition 6.2. The functions $g_{1}(s)$ and $g_{2}(s)$ defined in (6.23) satisfy

$$
\begin{equation*}
g_{i}(s)^{1 / \beta} \in \mathcal{C B F}, \quad 0<\alpha \leq \beta \leq 1, \quad i=1,2 . \tag{6.27}
\end{equation*}
$$

Theorem 2.4 and property (6.27) imply the following subordination result.
Theorem 6.5. Let $0<\alpha \leq \beta \leq 1$ and assume the single-term problem (6.19) of order $\beta$ admits a bounded solution operator $S_{\beta}(t)$. Then the solution operator $S(t)$ of problem (6.20), resp. (6.21), satisfies the subordination identity

$$
S(t)=\int_{0}^{\infty} \varphi(t, \tau) S_{\beta}(\tau) d \tau, \quad t>0
$$

with function $\varphi(t, \tau)$ defined by

$$
\varphi(t, \tau)=\frac{1}{2 \pi \mathrm{i}} \int_{\gamma-\mathrm{i} \infty}^{\gamma+\mathrm{i} \infty} \exp \left(s t-\tau g^{1 / \beta}(s)\right) \frac{g^{1 / \beta}(s)}{s} d s, \quad \gamma, t, \tau>0
$$

where $g(s)=g_{1}(s)$ in case of problem (6.20) and $g(s)=g_{2}(s)$ in case of problem (6.21). The function $\varphi(t, \tau)$ is a probability density function, i.e. it satisfies the properties (2.26).

Moreover, if $\alpha<\beta$, then there exists $\theta_{0} \in(0, \pi / 2)$ such that $\varphi(t, \tau)$ admits analytic extension to the sector $|\arg t|<\theta_{0}$ and is bounded on each subsector $|\arg t| \leq \theta$, where $0<\theta<\theta_{0}$.

Proof. We have to prove only the last part - the analyticity property of the subordination kernel $\varphi(t, \tau)$, since the rest follows from Theorem 2.4. Next, $g(s)$ stands for either $g_{1}(s)$ or $g_{2}(s)$. Applying property (P15) in Proposition 2.1 to the complete Bernstein functions $g(s)^{1 / \alpha}$ (see (6.26)) it follows

$$
|\arg g(s)| \leq \alpha|\arg s|, s \in \mathbb{C} \backslash(-\infty, 0]
$$

This estimate can be also derived from the definitions $g_{1}(s)$ and $g_{2}(s)$ in (6.23) by applying the rules $\left|\arg \left(s^{\beta}\right)\right|=\beta|\arg s|,\left|\arg \left(s_{1}+s_{2}\right)\right| \leq \max \left\{\left|\arg s_{1}\right|,\left|\arg s_{2}\right|\right\}$ and $\arg \left(s^{-1}\right)=\arg s$. Therefore

$$
\left|\arg g(s)^{1 / \beta}\right| \leq \gamma|\arg s|, s \in \mathbb{C} \backslash(-\infty, 0],
$$

where $\gamma=\alpha / \beta \in(0,1)$.
Define

$$
\begin{equation*}
\theta_{0}=\min \{(1 / \gamma-1) \pi / 2, \pi / 2\}-\varepsilon, \tag{6.28}
\end{equation*}
$$

where $\varepsilon>0$ is small enough, such that $\theta_{0}>0$. According to Theorem 1.3 it suffices to prove that the function $\widehat{\varphi}(s, \tau)$ admits analytic extension to the sector $|\arg s|<\pi / 2+\theta_{0}$ and the function $s \widehat{\varphi}(s, \tau)$ is bounded on each subsector $|\arg s| \leq \pi / 2+\theta, \theta<\theta_{0}$. The complete Bernstein function $g(s)^{1 / \beta}$ can be extended analytically to $\mathbb{C} \backslash(-\infty, 0]$, see (P15) in Proposition 2.1, thus this holds also for the function

$$
\widehat{\varphi}(s, \tau)=\frac{g^{1 / \beta}(s)}{s} \exp \left(-\tau g^{1 / \beta}(s)\right)
$$

Take $s$ such that $|\arg s| \leq \pi / 2+\theta, \theta<\theta_{0}$, where $\theta_{0}$ is defined in (6.28). Then

$$
\left|\arg g(s)^{1 / \beta}\right| \leq \gamma|\arg s|<\pi / 2-\gamma \varepsilon .
$$

Therefore, $g(s)^{1 / \beta}=\rho e^{\mathrm{i} \phi}$, for some $\rho>0,|\phi|<\pi / 2-\gamma \varepsilon$, and thus

$$
|s \widehat{\varphi}(s, \tau)|=\left|g(s) e^{-\tau g(s)}\right| \leq \rho e^{-\tau \rho \cos \phi} \leq \rho e^{-a \rho} \leq(e a)^{-1},
$$

where $a=\tau \sin \gamma \varepsilon>0$. Here we have used that the function $f(\rho)=\rho e^{-a \rho}, \rho>$ 0 , admits its maximum for $\rho=1 / a$. Therefore, we can apply Theorem 1.3 to obtain the desired result.

### 6.3.2 Relaxation functions

Setting $A=-\lambda, \lambda>0$, in equations (6.20) and (6.21) leads to two forms of multi-term relaxation equations. In this section we study the properties of the relaxation functions, obtained as solutions of these equations.

By the use of Laplace transform we deduce that the solution of the relaxation equation in the Caputo form

$$
\begin{equation*}
{ }^{C} D_{t}^{\alpha} u(t)+\sum_{j=1}^{m} b_{j}{ }^{C} D_{t}^{\alpha_{j}} u(t)+\lambda u(t)=f(t), \quad t>0 ; \quad u(0)=1, \tag{6.29}
\end{equation*}
$$

is given by

$$
\begin{equation*}
u(t)=u_{1}(t ; \lambda)+\int_{0}^{t} v_{1}(t-\tau ; \lambda) f(\tau) d \tau \tag{6.30}
\end{equation*}
$$

and the solution of the relaxation equation in the Riemann-Liouville form

$$
\begin{equation*}
u^{\prime}(t)+\lambda D_{t}^{1-\alpha} u(t)+\lambda \sum_{j=1}^{m} b_{j} D_{t}^{1-\alpha_{j}} u(t)=f(t), \quad t>0 ; \quad u(0)=1, \tag{6.31}
\end{equation*}
$$

is represented as

$$
\begin{equation*}
u(t)=u_{2}(t ; \lambda)+\int_{0}^{t} u_{2}(t-\tau ; \lambda) f(\tau) d \tau \tag{6.32}
\end{equation*}
$$

where the functions $u_{1}(t ; \lambda), v_{1}(t ; \lambda)$, and $u_{2}(t ; \lambda)$ satisfy the following Laplace transform identities

$$
\begin{equation*}
\widehat{u}_{i}(s ; \lambda)=\frac{g_{i}(s)}{s\left(g_{i}(s)+\lambda\right)}, i=1,2 ; \quad \widehat{v}_{1}(s ; \lambda)=\frac{1}{g_{1}(s)+\lambda}, \tag{6.33}
\end{equation*}
$$

with $g_{1}(s)$ and $g_{2}(s)$ defined in (6.23).
The functions $u_{1}(t ; \lambda)$ and $v_{1}(t ; \lambda)$ are the relaxation functions related to problem (6.29) and $u_{2}(t ; \lambda)$ is the relaxation function related to problem (6.31). Laplace transform inversion in (6.33) by the use of (6.6) yields the following explicit representations in terms of multinomial Mittag-Leffler functions

$$
\begin{align*}
u_{1}(t ; \lambda) & =1-\lambda \mathcal{E}_{\left(\alpha, \alpha-\alpha_{1}, \ldots, \alpha-\alpha_{m}\right), \alpha+1}\left(t ; \lambda, b_{1}, \ldots, b_{m}\right),  \tag{6.34}\\
u_{2}(t ; \lambda) & =\mathcal{E}_{\left(\alpha, \alpha_{1}, \ldots, \alpha_{m}\right), 1}\left(t ; \lambda, \lambda b_{1}, \ldots, \lambda b_{m}\right),  \tag{6.35}\\
v_{1}(t ; \lambda) & =\mathcal{E}_{\left(\alpha, \alpha-\alpha_{1}, \ldots, \alpha-\alpha_{m}\right), \alpha}\left(t ; \lambda, b_{1}, \ldots, b_{m}\right) . \tag{6.36}
\end{align*}
$$

In the single term case the relaxation functions reduce to the classical Mittag-Leffler functions

$$
u_{i}(t ; \lambda)=E_{\alpha}\left(-\lambda t^{\alpha}\right), \quad i=1,2, \quad v_{1}(t ; \lambda)=t^{\alpha-1} E_{\alpha, \alpha}\left(-\lambda t^{\alpha}\right)
$$

Subordination identities for the relaxation functions $u_{i}(t ; \lambda)$ can be derived from the scalar version of Theorem 6.5, where $S(t)=u_{i}(t ; \lambda), S_{\beta}(t)=$ $E_{\beta}\left(-\lambda t^{\beta}\right)$. In particular, for $\beta=1$ it follows

$$
\begin{equation*}
u_{i}(t ; \lambda)=\int_{0}^{\infty} \varphi_{i}(t, \tau) e^{-\lambda \tau} d \tau, \quad t>0, \quad i=1,2 \tag{6.37}
\end{equation*}
$$

where the functions $\varphi_{i}(t, \tau)$ are nonnegative and normalized. A subordination result for the third relaxation function $v_{1}(t ; \lambda)$ is given next.

Theorem 6.6. The relaxation function $v_{1}(t ; \lambda)$ obeys the identity

$$
\begin{equation*}
v_{1}(t ; \lambda)=\int_{0}^{\infty} \psi(t, \tau) e^{-\lambda \tau} d \tau, \quad t>0 \tag{6.38}
\end{equation*}
$$

where the kernel $\psi(t, \tau)$ is nonnegative and admits the representation

$$
\begin{equation*}
\psi(t, \tau)=h_{\alpha}(t, \tau) * h_{\alpha_{1}}\left(t, b_{1} \tau\right) * \ldots * h_{\alpha_{m}}\left(t, b_{m} \tau\right) \tag{6.39}
\end{equation*}
$$

Here $*$ denotes the Laplace convolution and

$$
\begin{equation*}
h_{\alpha}(t, \sigma)=\sigma^{-1 / \alpha} L_{\alpha}\left(t \sigma^{-1 / \alpha}\right) \tag{6.40}
\end{equation*}
$$

where $L_{\alpha}(\cdot)$ is the Lévy extremal stable density, defined in (1.41).
Proof. Consider a subordination kernel $\psi(t, \tau)$, which Laplace transform with respect to $t$ satisfies

$$
\begin{equation*}
\widehat{\psi}(s, \tau)=\int_{0}^{\infty} e^{-s t} \psi(t, \tau) d t=e^{-\tau g_{1}(s)} \tag{6.41}
\end{equation*}
$$

Then, the functions $v_{1}(t ; \lambda)$ defined by identity (6.38) obeys

$$
\int_{0}^{\infty} e^{-s t} v_{1}(t ; \lambda) d t=\int_{0}^{\infty} e^{-\tau g_{1}(s)} e^{-\lambda \tau} d \tau=\frac{1}{g_{1}(s)+\lambda}
$$

Comparing this result to (6.23), it follows by the uniqueness of the Laplace transform that $v_{1}(t ; \lambda)$ defined by (6.38) is indeed the relaxation function (6.36). In this way (6.38) is established.

Since $g_{1}(s) \in \mathcal{C B F}$ then by applying (P2) it follows $e^{-\tau g_{1}(s)} \in \mathcal{C} \mathcal{M F}$. The nonnegativity of $\psi(t, \tau)$ then follows by the Bernstein's theorem. From (6.41) and (6.23)

$$
\widehat{\psi}(s, \tau)=e^{-\tau g_{1}(s)}=e^{-\tau\left(s^{\alpha}+\sum_{j=1}^{m} b_{j} s^{\alpha_{j}}\right)}=e^{-\tau s^{\alpha}} \prod_{j=1}^{m} e^{-\tau b_{j} s^{\alpha_{j}}},
$$

which, after Laplace transform inversion, yields representation (6.39).
By fractional integration of (6.38) and taking into account (6.36) and identity (6.10) we deduce the following representation for completely monotone multinomial Mittag-Leffler functions, which is of independent interest.

Corollary 6.2. Let $0<\alpha \leq \beta \leq 1,0<\alpha_{j}<\alpha, \lambda>0, b_{j}>0, j=1, \ldots, m$. Then

$$
\begin{equation*}
\mathcal{E}_{\left(\alpha, \alpha-\alpha_{1}, \ldots, \alpha-\alpha_{m}\right), \beta}\left(t ; \lambda, b_{1}, \ldots, b_{m}\right)=\int_{0}^{\infty} \phi(t, \tau) e^{-\lambda \tau} d \tau, \quad t>0, \tag{6.42}
\end{equation*}
$$

where the kernel $\phi(t, \tau)$ is nonnegative and admits the representation

$$
\phi(t, \tau)=\frac{t^{\beta-\alpha-1}}{\Gamma(\beta-\alpha)} * h_{\alpha}(t, \tau) * h_{\alpha_{1}}\left(t, b_{1} \tau\right) * \ldots * h_{\alpha_{m}}\left(t, b_{m} \tau\right)
$$

if $\alpha<\beta$ and $\phi(t, \tau)=\psi(t, \tau)$, defined in (6.39), when $\alpha=\beta$. The functions $h_{\alpha}(t, \cdot)$ are defined in (6.40).

Some properties of the relaxation functions, including useful estimates, are collected in the next theorem. The proof is analogous to that of Theorem 5.8 and is omitted.

Theorem 6.7. For any $\lambda>0$ the relaxation functions $u_{1}(t ; \lambda), u_{2}(t ; \lambda)$, and $v_{1}(t ; \lambda)$, defined in (6.34)-(6.36), are positive, strictly decreasing, completely monotone for $t>0$, and admit analytic extensions to the half-plane $\mathbb{C}_{+}$. The relation holds true

$$
\frac{\partial}{\partial t} u_{1}(t ; \lambda)=-\lambda v_{1}(t ; \lambda)
$$

The following uniform bounds are satisfied

$$
\begin{aligned}
& 0<u_{i}(t ; \lambda)<1, \quad t>0, \quad u_{i}(0 ; \lambda)=1, \quad i=1,2, \\
& u_{i}(t ; \lambda) \leq \frac{1}{1+\lambda l_{i}(t)}, \quad i=1,2
\end{aligned}
$$

where

$$
\begin{align*}
l_{1}(t) & =\left(1 * k_{1}\right)(t)=\mathcal{E}_{\left(\alpha-\alpha_{1}, \ldots, \alpha-\alpha_{m}\right), \alpha+1}\left(t ; b_{1}, \ldots, b_{m}\right),  \tag{6.43}\\
l_{2}(t) & =\left(1 * k_{2}\right)(t)=\frac{t^{\alpha}}{\Gamma(\alpha+1)}+\sum_{j=1}^{m} b_{j} \frac{t^{\alpha_{j}}}{\Gamma\left(\alpha_{j}+1\right)} \tag{6.44}
\end{align*}
$$

For any $\lambda \geq \lambda_{0}>0$ and $t>0$

$$
u_{i}(t ; \lambda) \leq u_{i}\left(t ; \lambda_{0}\right), i=1,2, \quad v_{1}(t ; \lambda) \leq v_{1}\left(t ; \lambda_{0}\right),
$$

and there holds the estimate

$$
C \leq \lambda \int_{0}^{T} v_{1}(t ; \lambda) d t<1, \quad T>0
$$

where the constant $C=1-u_{1}\left(T ; \lambda_{0}\right)>0$ is independent of $\lambda$.

### 6.3.3 Moments of the fundamental solution

As an application of the multinomial Prabhakar type functions (6.4), in this section we derive expressions for the moments of the Green functions of the multiterm time-fractional differential equations in terms of such functions. Consider the Cauchy problem for the multi-term equations (6.20) and (6.21), where $A=\left(\frac{\partial}{\partial x}\right)^{2}, x \in \mathbb{R}$ (for the precise definition see (2.20)). The fundamental solution $\mathcal{G}(x, t)$ is defined by assuming the initial and boundary conditions

$$
\mathcal{G}(x, 0)=\delta(x) ; x \in \mathbb{R}, \quad \lim _{|x| \rightarrow \infty} \mathcal{G}(x, t)=0, \quad t>0
$$

where $\delta(\cdot)$ is the Dirac delta function. Applying as usual Laplace transform with respect to the temporal variable and Fourier transform with respect to the spatial variable, we derive for the Green function $\mathcal{G}(x, t)$ in Fourier-Laplace domain

$$
\begin{equation*}
\widehat{\widetilde{\mathcal{G}}}(\xi, s)=\frac{g(s) / s}{g(s)+\xi^{2}}, \quad \xi \in \mathbb{R}, \quad s>0 \tag{6.45}
\end{equation*}
$$

Here $g(s)=g_{1}(s)$ in the case of equation (6.20) and $g(s)=g_{2}(s)$ in the case of equation (6.21), and the definitions of these functions are given in (6.23). By Fourier inversion in (6.45) the Laplace transform of the solution is obtained as follows

$$
\begin{equation*}
\widehat{\mathcal{G}}(x, s)=\frac{\sqrt{g(s)}}{2 s} \exp (-|x| \sqrt{g(s)}), \quad x \in \mathbb{R} \tag{6.46}
\end{equation*}
$$

Let $\gamma>0$. Next we derive the moments of the fundamental solution

$$
\left.\left.\langle | x\right|^{\gamma}(t)\right\rangle=\int_{\mathbb{R}} x^{\gamma} \mathcal{G}(x, t) d x
$$

Representation (6.46) implies for the Laplace transforms of the moments $\left.\left.\langle | x\right|^{\gamma}(t)\right\rangle$ of order $\gamma$

$$
\int_{\mathbb{R}} x^{\gamma} \widehat{\mathcal{G}}(x, s) d x=\frac{\sqrt{g(s)}}{s} \int_{0}^{\infty} x^{\gamma} \exp (-x \sqrt{g(s)}) d x=\frac{\Gamma(\gamma+1)}{s(g(s))^{\gamma / 2}},
$$

where the formula $\int_{0}^{\infty} x^{b-1} e^{-a x} d x=\Gamma(b) a^{-b}$ is used. Taking inverse Laplace transform, we obtain by the use of (6.6)

$$
\left.\left.\langle | x\right|_{1} ^{\gamma}(t)\right\rangle=C_{1} \mathcal{E}_{\left(\alpha-\alpha_{m}, \alpha-\alpha_{m-1}, \ldots, \alpha-\alpha_{1}\right), \frac{\alpha \gamma}{2}+1}^{\gamma / 2}\left(t ; b_{m}, b_{m-1}, \ldots, b_{1}\right)
$$

for the equation (6.20), where $C_{1}=\Gamma(\gamma+1)$, and

$$
\left.\left.\langle | x\right|_{2} ^{\gamma}(t)\right\rangle=C_{2} \mathcal{E}_{\left(\alpha-\alpha_{m}, \alpha_{1}-\alpha_{m}, \ldots, \alpha_{m-1}-\alpha_{m}\right), \frac{\alpha_{m} \gamma}{2}+1}^{-\gamma / 2}\left(t ; \frac{1}{b_{m}}, \frac{b_{1}}{b_{m}}, \ldots, \frac{b_{m-1}}{b_{m}}\right),
$$

for the equation (6.21), where $C_{2}=\Gamma(\gamma+1) b_{m}^{\gamma / 2}$.
Let us note that the indices in the brackets of the above multinomial Prabhakar type functions are specially arranged, so that the first index, $\alpha-\alpha_{m}$, is the largest. The obtained representations for the moments, together with the properties (6.10), (6.14), and (6.18), imply that the moments of the Green functions of both equations are Bernstein functions (integrals of completely monotone functions) provided $\alpha \gamma \leq 2$.

The corresponding mean squared displacements $\left.\left.\langle | x\right|_{i} ^{2}(t)\right\rangle$ are derived by setting $\gamma=2$. This yields

$$
\left.\left.\langle | x\right|_{i} ^{2}(t)\right\rangle=2 l_{i}(t), \quad i=1,2,
$$

where the functions $l_{1}(t)$ and $l_{2}(t)$ are defined in (6.43) and (6.44). As we see, $l_{2}(t)$ is a finite sum, and this is the case for all moments of even order for the equation in the Riemann-Liouville form (6.21).

The asymptotic behavior of the derived moments can be deduced from the asymptotic expansions (6.5) and (6.16) for the multinomial Prabhakar type functions. In this way we obtain $\left.\left.\langle | x\right|_{1} ^{\gamma}(t)\right\rangle \sim c t^{\alpha \gamma / 2}$ as $t \rightarrow 0$ and $\left.\left.\langle | x\right|_{1} ^{\gamma}(t)\right\rangle \sim$ $c t^{\alpha_{m} \gamma / 2}$ as $t \rightarrow \infty$ for the equation (6.20), while for the equation (6.21) the opposite behavior is observed: $\left.\left.\langle | x\right|_{2} ^{\gamma}(t)\right\rangle \sim c t^{\alpha_{m} \gamma / 2}$ as $t \rightarrow 0$ and $\left.\left.\langle | x\right|_{2} ^{\gamma}(t)\right\rangle \sim$ $c t^{\alpha \gamma / 2}$ as $t \rightarrow \infty$. Here $c$ denotes different positive constants.

## Chapter 7

## Distributed-order diffusion-wave equations

In the last two chapters we study the subordination principle for generalized time-fractional diffusion-wave equations. Various linear generalizations of the fractional diffusion-wave equation have been proposed in the literature. The most studied examples are the distributed-order time-fractional diffusion-wave equation and various equations governing wave propagation in viscoelastic media. The present chapter is devoted to the distributed-order time-fractional diffusion-wave equation with discrete or continuous distribution of fractional Caputo time derivatives over the interval ( 0,2 ]. We first discuss an open problem concerning the interpretation of the fundamental solution to the corresponding one-dimensional Cauchy problem as a spatial probability density. Then the subordination principle for multi-term time-fractional diffusion-wave equation is studied in detail.

### 7.1 Positivity of the fundamental solution

The time-fractional diffusion-wave equation

$$
\begin{equation*}
{ }^{C} D_{t}^{\alpha} u(x, t)=\frac{\partial^{2}}{\partial x^{2}} u(x, t), \quad \alpha \in(1,2), \quad x \in \mathbb{R}, t>0 \tag{7.1}
\end{equation*}
$$

where ${ }^{C} D_{t}^{\alpha}$ denotes the Caputo fractional time derivative of order $\alpha \in(1,2)$ has been extensively studied as a model of evolution processes intermediate between diffusion and wave propagation, see e.g. [6, 72, 75, 78, 80].

Consider the equation derived by replacing the single fractional time derivative in (7.1) by a distribution of fractional Caputo time derivatives over the interval $(0,2]$ :

$$
\begin{equation*}
\int_{0}^{2} \mu(\beta)^{C} D_{t}^{\beta} u(x, t) d \beta=\frac{\partial^{2}}{\partial x^{2}} u(x, t), \quad x \in \mathbb{R}, t>0 \tag{7.2}
\end{equation*}
$$

where $\mu(\beta)$ is a nonnegative (generalized) weight function, such that

$$
\operatorname{supp} \mu \cap(1,2] \neq \emptyset
$$

The Cauchy problem for equation (7.2) with initial conditions $u(x, 0)=f(x)$ and $u_{t}(x, 0)=0$ is studied in [46] with the main focus on the interpretation of the fundamental solution $\mathcal{G}(x, t)$ (corresponding to $f(x)=\delta(x))$ as a spatial probability density function:

$$
\begin{equation*}
\mathcal{G}(x, t) \geq 0 \text { for } x \in \mathbb{R}, t>0 ; \quad \int_{-\infty}^{\infty} \mathcal{G}(x, t) d x=1 \text { for } t \geq 0 \tag{7.3}
\end{equation*}
$$

The importance of properties (7.3) for the stochastic interpretation of the distributed order wave equation and for its physical meaning is explained by Gorenflo in [44]. In addition, it appears to be essential for subordination of equation (7.2) to second order Cauchy problem, as we will see next.

The Laplace transform of the fundamental solution with respect to the time variable is given by the formula [46]

$$
\begin{equation*}
\widehat{\mathcal{G}}(x, s)=\frac{\sqrt{g(s)}}{2 s} \exp (-|x| \sqrt{g(s)}), \quad x \in \mathbb{R}, s>0 \tag{7.4}
\end{equation*}
$$

where

$$
\begin{equation*}
g(s)=\int_{0}^{2} \mu(\beta) s^{\beta} d \beta \tag{7.5}
\end{equation*}
$$

Therefore, the integral identity in (7.3) is easily established, see [46]. The more difficult part is the nonnegativity of $\mathcal{G}(x, t)$, that, according to Bernstein's theorem, is equivalent to complete monotonicity of the Laplace transform (7.4). Based on Bernstein functions technique, it is proven in [46] that the fundamental solution $\mathcal{G}(x, t)$ of (7.2) is non-negative if the weight $\mu(\beta)$ vanishes identically on the interval $(0,1)$. The question whether this assumption can be relaxed is stated in [46] as an open problem. Here we discuss this problem together with its relation to subordination principle.

Consider the distributed-order diffusion-wave equation in abstract form

$$
\begin{equation*}
\int_{0}^{2} \mu(\beta)^{C} D_{t}^{\beta} u(t) d \beta=A u(t), t>0 ; u(0)=a \in X, u^{\prime}(0)=0 \tag{7.6}
\end{equation*}
$$

where the operator $A$ is a generator of a strongly continuous cosine family in a Banach space $X$, that is, the second-order Cauchy problem (2.7) is well posed. By applying Laplace transform, the Cauchy problem (7.6) is reformulated as Volterra integral equation (2.10) with kernel $k(t)$ with characteristic function $g(s)=1 / \widehat{k}(s)$ given by (7.5). According to the general subordination theorem (Theorem 2.4) problem (7.6) is subordinated to the second-order Cauchy problem (2.7) provided

$$
\begin{equation*}
g(s)^{1 / 2} \in \mathcal{C B F}, \quad s>0 \tag{7.7}
\end{equation*}
$$

This condition ensures for any fixed $\tau>0$

$$
\begin{equation*}
\widehat{\varphi}(s, \tau)=\frac{\sqrt{g(s)}}{s} \exp (-\tau \sqrt{g(s)}) \in \mathcal{C} \mathcal{M F}, \quad s>0 \tag{7.8}
\end{equation*}
$$

which is equivalent to $\varphi(t, \tau) \geq 0(\varphi(t, \tau)$ is the corresponding subordination kernel). A comparison to (7.4) shows that the problem of nonnegativity of the fundamental solution $\mathcal{G}(x, t)$ is equivalent to the above problem of subordination. Both problems reduce to proving complete monotonicity of the expression in (7.8). In this case the well-posedness of the second order Cauchy problem implies well-posedness of the distributed-order Cauchy problem (7.6).

In this section we discuss conditions on the weight functions $\mu$, implying (7.7). In the next theorem we relax the condition $\operatorname{supp} \mu \subset[1,2]$, which was considered in [46]. We prove that the support of the function $\mu(\beta)$ can be any interval with length at most 1 , not necessarily the interval $[1,2]$.

Proposition 7.1. Assume

$$
\begin{equation*}
\operatorname{supp} \mu \subseteq[\alpha-1, \alpha], \quad 1<\alpha \leq 2 \tag{7.9}
\end{equation*}
$$

Then the function $g(s)$, defined in (7.5), satisfies (7.7).
Proof. Under the assumption (7.9)

$$
g(s)=\int_{\alpha-1}^{\alpha} \mu(\beta) s^{\beta} d \beta=s^{\alpha-1} \int_{\alpha-1}^{\alpha} \mu(\beta) s^{\beta-\alpha+1} d \beta
$$

Since $s^{\beta-\alpha+1} \in \mathcal{C B F}$ for $\beta \in[\alpha-1, \alpha], \alpha \in(1,2]$, then also the integral of $s^{\beta-\alpha+1}$ with positive weight is a complete Bernstein function as a point-wise limit of positive linear combinations of complete Bernstein functions, see (P2) in Proposition 2.1. Moreover, $s^{\alpha-1} \in \mathcal{C B F}$ for $\alpha \in(1,2]$. Therefore, $g(s)$ is a product of two complete Bernstein functions and property (2.2) implies (7.7).

The next example of power-law weight function on an interval with arbitrary length $(\leq 2)$ shows that the assumption on the weight function in Proposition 7.1 is not necessary for (7.7).

Proposition 7.2. Let $a>0$ and $0<\alpha_{1}<\alpha_{2} \leq 2$. Assume $\mu(\beta)=a^{\beta}$ for $\beta \in\left[\alpha_{1}, \alpha_{2}\right]$, and $\mu(\beta)=0$ for $\beta \in\left(0, \alpha_{1}\right) \cup\left(\alpha_{2}, 2\right]$. Then the function $g(s)$, defined in (7.5), satisfies (7.7).
Proof. Taking into account $s^{\beta}=e^{\beta \log s}$, we deduce

$$
\begin{align*}
g(s) & =\int_{\alpha_{1}}^{\alpha_{2}}(a s)^{\beta} d \beta=\frac{(a s)^{\alpha_{2}}-(a s)^{\alpha_{1}}}{\log (a s)} \\
& =\left((a s)^{\alpha_{2} / 2}+(a s)^{\alpha_{1} / 2}\right) \frac{(a s)^{\alpha_{2} / 2}-(a s)^{\alpha_{1} / 2}}{\log (a s)} \\
& =\left((a s)^{\alpha_{2} / 2}+(a s)^{\alpha_{1} / 2}\right) \int_{\alpha_{1} / 2}^{\alpha_{2} / 2}(a s)^{\beta} d \beta . \tag{7.10}
\end{align*}
$$

Since $\alpha_{i} / 2 \in(0,1]$, then $(a s)^{\alpha_{i} / 2} \in \mathcal{C B F}, i=1,2$, and their sum is again in $\mathcal{C B F}$. The integral in (7.10) is a complete Bernstein function as a point-wise limit of positive linear combinations of complete Bernstein functions $(a s)^{\beta}$, $\beta \in(0,1]$. Therefore, $g(s)$ is a product of two complete Bernstein functions and (2.2) implies (7.7).

The situation is different in the case of discrete distribution, as we will see in the next example..

Example 7.1. Let $\mu(\beta)=\delta\left(\beta-\alpha_{1}\right)+\delta\left(\beta-\alpha_{2}\right)$, where $0<\alpha_{1}<\alpha_{2} \leq 2$. Then $g(s)=s^{\alpha_{2}}+s^{\alpha_{1}}$. If $\alpha_{2}-\alpha_{1}>1$, then representation $g(s)=s^{\alpha_{1}}\left(s^{\alpha_{2}-\alpha_{1}}+1\right)$ implies that $g(s)$ has a zero in $\mathbb{C} \backslash(-\infty, 0]$. Therefore, the multivalued complex function $g(s)^{1 / 2}$ has a branch point in $\mathbb{C} \backslash(-\infty, 0]$ and, according to property (P15) in Proposition 2.1, $g(s)^{1 / 2}$ cannot be a complete Bernstein function. This shows that, in order to have (7.7) for multi-term equations, the distance between the largest and the smallest fractional orders should not exceed 1.

In fact, also the weaker property $\sqrt{g(s)} \in \mathcal{B F}$ does not hold without a restriction on the distance $\alpha-\alpha_{1}$. Considering the above two-term example with different values of the parameters $\alpha$ and $\alpha_{1}$ such that $\alpha-\alpha_{1}>1$ (e.g. $\left.\alpha=1.9, \alpha_{1} \in(0,0.5] ; \alpha=1.8, \alpha_{1} \in(0,0.3]\right)$ we obtain by direct computation that the second derivative $d^{2} / d s^{2}(\sqrt{g(s)})$ admits positive values for some $s>0$. Therefore, the function $\sqrt{g(s)}$ is not concave for all $s>0$, which implies that $\sqrt{g(s)} \notin \mathcal{B F}$.

### 7.2 Multi-term diffusion-wave equation

This section is devoted to a detailed study of the class of multi-term timefractional diffusion-wave equations

$$
\begin{equation*}
c^{C} D_{t}^{\alpha} u(t)+\sum_{j=1}^{m} c_{j}^{C} D_{t}^{\alpha_{j}} u(t)=A u(t), \quad u(0)=a \in X, u^{\prime}(0)=0 \tag{7.11}
\end{equation*}
$$

where $A$ is a closed linear unbounded operator densely defined in a Banach space $X$, which generates a strongly continuous cosine family. We suppose that the parameters $\alpha, \alpha_{j}, c, c_{j}$, satisfy the following restrictions

$$
\begin{align*}
& \alpha \in(1,2], \quad \alpha>\alpha_{1}>\cdots>\alpha_{m}>0, \quad \alpha-\alpha_{m} \leq 1,  \tag{7.12}\\
& c>0, \quad c_{j}>0, \quad j=1, \cdots, m .
\end{align*}
$$

### 7.2.1 Propagation function

Consider first the following problem for the spatially one-dimensional version of the multi-term equation in (7.11)

$$
\begin{align*}
& c^{C} D_{t}^{\alpha} w(x, t)+\sum_{j=1}^{m} c_{j}{ }^{C} D_{t}^{\alpha_{j}} w(x, t)=\frac{\partial^{2}}{\partial x^{2}} w(x, t), \quad x, t>0,  \tag{7.13}\\
& w(x, 0)=w_{t}(x, 0)=0, \quad x>0,  \tag{7.14}\\
& w(0, t)=\Theta(t), \quad w \rightarrow 0 \text { as } x \rightarrow \infty, \quad t>0, \tag{7.15}
\end{align*}
$$

where the parameters $\alpha, \alpha_{j}, c, c_{j}, j=1, \ldots, m$, satisfy conditions (7.12), and $\Theta(t)$ is the Heaviside unit step function.

Problem (7.13)-(7.14)-(7.15) models the propagation in time of a disturbance at $x=0$. That is why the solution $w(x, t)$ is referred to as propagation function.

By applying Laplace transform with respect to the temporal variable in (7.13) and (7.15) and taking into account initial conditions (7.14) we obtain using (1.13) the following problem

$$
\begin{equation*}
g(s) \widehat{w}(x, s)=\widehat{w}_{x x}(x, s), \widehat{w}(0, s)=1 / s, \widehat{w}(x, s) \rightarrow 0 \text { as } x \rightarrow \infty, \tag{7.16}
\end{equation*}
$$

where

$$
\begin{equation*}
g(s)=c s^{\alpha}+\sum_{j=1}^{m} c_{j} s^{\alpha_{j}}, \quad s>0 . \tag{7.17}
\end{equation*}
$$

Solving (7.16) as ODE of second order (with $s$ considered as a parameter) we deduce

$$
\begin{equation*}
\widehat{w}(x, s)=\frac{1}{s} \exp (-x \sqrt{g(s)}) . \tag{7.18}
\end{equation*}
$$

## Properties

Problem (7.13)-(7.14)-(7.15) is physically meaningful when the propagation function $w(x, t)$ is nonnegative. By Bernstein's theorem this is equivalent to $\widehat{w}(x, s) \in \mathcal{C} \mathcal{M} \mathcal{F}$, which is guaranteed if $\sqrt{g(s)}$ is a Bernstein function. In fact, conditions (7.12) imply a stronger property: $\sqrt{g(s)} \in \mathcal{C B F} \subset \mathcal{B F}$.

Proposition 7.3. Assume $g(s)$ is defined by (7.17) with parameters $\alpha, \alpha_{j}, c, c_{j}$, $j=1, \cdots, m$, satisfying conditions (7.12). Then $\sqrt{g(s)} \in \mathcal{C B F}$.

Proof. Consider first the case $\alpha_{m} \geq 1$. Set $f(s)=g(s) / s$. Since $2>\alpha, \alpha_{j} \geq$ 1 the function $f(s)=c s^{\alpha-1}+\sum_{j=1}^{m} c_{j} s^{\alpha_{j}-1} \in \mathcal{C B F}$ as a sum of complete Bernstein functions. Also, $s \in \mathcal{C B F}$. Then, applying property (2.2) it follows that $\sqrt{g(s)}=\sqrt{s} \sqrt{f(s)} \in \mathcal{C B F}$.

In the case $\alpha_{m}<1$ we set $f(s)=g(s) / s^{\alpha_{m}}$. The assumption $0<\alpha-\alpha_{m} \leq 1$ implies again $f(s) \in \mathcal{C B F}$. Since also $s^{\alpha_{m}} \in \mathcal{C B F}$, we obtain in the same way as above $\sqrt{g(s)}=\sqrt{s^{\alpha_{m}}} \sqrt{f(s)} \in \mathcal{C B F}$.

Proposition 7.3 implies important properties of the propagation function.
Theorem 7.1. Under conditions (7.12) the propagation function $w(x, t)$ satisfies the properties

$$
\begin{equation*}
w(x, t) \geq 0, \quad \frac{\partial}{\partial t} w(x, t) \geq 0, \quad-\frac{\partial}{\partial x} w(x, t) \geq 0, \quad x, t>0 . \tag{7.19}
\end{equation*}
$$

Proof. According to Bernstein's theorem it is sufficient to prove that the Laplace transforms of the three functions in (7.19) are completely monotone. We have from Proposition 7.3 that $\sqrt{g(s)} \in \mathcal{C B F} \subset \mathcal{B F}$. Then, by property (P5) in Proposition 2.1, the function $\exp (-x \sqrt{g(s)}) \in \mathcal{C} \mathcal{M} \mathcal{F}$ as a composition of the completely monotone exponential function and the Bernstein function $\sqrt{g(s)}$.

Since $1 / s \in \mathcal{C} \mathcal{M} \mathcal{F}$, applying ( $\mathbf{P} 1$ ) in Proposition 2.1 and taking into account (7.18) it follows $\widehat{w}(x, s) \in \mathcal{C} \mathcal{M F}$ as a product of two completely monotone functions. Further, since $\lim _{t \rightarrow 0} w(x, t)=\lim _{s \rightarrow \infty} s \widehat{w}(x, s)=0$, (7.18) and (7.17) imply

$$
\mathcal{L}\left\{w_{t}\right\}(x, s)=s \widehat{w}(x, s)-w(x, 0)=\exp (-x \sqrt{g(s)}) \in \mathcal{C} \mathcal{M} \mathcal{F}
$$

For the third function we obtain

$$
\begin{equation*}
\mathcal{L}\left\{-w_{x}\right\}(x, s)=-\frac{\partial}{\partial x} \widehat{w}(x, s)=\frac{\sqrt{g(s)}}{s} \exp (-x \sqrt{g(s)}) \in \mathcal{C} \mathcal{M F} \tag{7.20}
\end{equation*}
$$

by applying (2.3).
Theorem 7.1 implies that $w(x, t)$ is a nonincreasing function in $x$ and nondecreasing function in $t$ with limiting value found by applying Finite value theorem for Laplace transform

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} w(x, t)=\lim _{s \rightarrow 0} s \widehat{w}(x, s)=1 . \tag{7.21}
\end{equation*}
$$

The fundamental solution $\mathcal{G}(x, t)$ of the Cauchy problem for equation (7.11) with $A=\partial^{2} / \partial x^{2}$ can be expressed in terms of the propagation function $w(x, t)$ as follows:

$$
\begin{equation*}
\mathcal{G}(x, t)=-\frac{1}{2} w_{x}(|x|, t), \quad x \in \mathbb{R} \tag{7.22}
\end{equation*}
$$

which is deduced by comparison of (7.4) and (7.20). Therefore Theorem 7.1 implies that $\mathcal{G}(x, t)$ is a nonnegative function, as it was expected.

Next we distinguish two cases $\alpha<2$ and $\alpha=2$. For $\alpha<2$ the propagation function $w(x, t)$ admits an analytic extension to a sector in the complex plane $t \in \mathbb{C} \backslash 0,|\arg t|<\theta_{0}$ (the proof is essentially the same as that of Theorem 7.6). Therefore, for any $x>0$ the set of zeros of $w(x, t)$ on $t>0$ can be only discrete. This together with (7.19) and (7.21) implies that $w(x, t)>0$ for all $x, t>0$, which means that a disturbance spreads infinitely fast.

Theorem 7.2. If $1<\alpha<2$ then $w(x, t)>0$ for all $x, t>0$.

On the other hand, in the case $\alpha=2$, a disturbance spreads with finite speed as in the case of classical wave equation $(m=0, \alpha=2)$ and classical telegraph equation ( $m=1, \alpha=2, \alpha_{1}=1$ ). However, in contrast to the classical equations, in the case when there is at least one fractional time-derivative in equation (7.13) a phenomenon of coexistence of finite propagation speed and absence of wave front is established. This is a memory effect, not observed in linear integer-order differential equations.

We will prove that for $\alpha=2$ a disturbance spreads with a finite propagation speed $1 / \sqrt{c}$. Let us define the function

$$
h(s)=\sqrt{g(s)}-\sqrt{c} s
$$

Then (7.18) implies

$$
\begin{align*}
w(x, t) & =\mathcal{L}^{-1}\left\{\frac{1}{s} \exp (-x h(s)) \exp (-x \sqrt{c} s)\right\}  \tag{7.23}\\
& =w_{0}(x, t-\sqrt{c} x) \Theta(t-\sqrt{c} x)
\end{align*}
$$

where

$$
w_{0}(x, t)=\mathcal{L}^{-1}\left\{\frac{1}{s} \exp (-x h(s))\right\}
$$

and $\Theta(t)$ is the Heaviside unit-step function. Here we have used the property $\mathcal{L}\{f(t-a) \Theta(t-a)\}(s)=\exp (-a s) \mathcal{L}\{f\}(s)$. Since $h(s), h^{\prime}(s) \geq 0$ for $s>0$ and $\sqrt{g(s)} \in \mathcal{B} \mathcal{F}$, it follows that $h(s) \in \mathcal{B} \mathcal{F}$. Therefore, $w_{0}(x, t) \geq 0$ by the same argument as in the proof of Theorem 7.1. Formula (7.23) implies that the propagation function $w(x, t)$ vanishes for $x>t / \sqrt{c}$, i.e. the propagation speed is $1 / \sqrt{c}$.
Theorem 7.3. If $\alpha=2$ then $w(x, t) \equiv 0$ for $x>t / \sqrt{c}$.
Except in the two classical cases (wave equation and classical telegraph equation) there holds $\lim _{s \rightarrow \infty} h(s)=\infty$, which implies that there is no wave front (jump discontinuity) at $x=t / \sqrt{c}$ (cf. [93], Chapter 5).

The behaviour of the propagation function $w(x, t)$ is illustrated in Figures 7.1 and 7.2. Three different cases for the equation (7.13) with two timederivatives are considered: the classical telegraph equation (Fig. 7.1) which exhibits finite propagation speed and wave front, an equation with $\alpha=2$ and $\alpha_{1} \in(1,2)$ (Fig. 7.2(a)) exhibiting finite propagation speed and no wave front, and an equation with $\alpha<2$ (Fig. 7.2(b)) exhibiting infinite propagation speed. The figures are from [18]. The plots are obtained by numerical computation based on the explicit integral representation for $w(x, t)$ derived next.


Figure 7.1: Propagation function $w(x, t)$ for the classical telegraph equation as a function of $x$ for different values of $t$ : finite propagation speed and wave front.

## Explicit representation

To derive an explicit representation for the propagation function we apply the complex Laplace inversion formula to (7.18), which yields

$$
\begin{align*}
w(x, t) & =\frac{1}{2 \pi \mathrm{i}} \int_{\gamma-\mathrm{i} \infty}^{\gamma+\mathrm{i} \infty} e^{s t} \widehat{w}(x, s) d s \\
& =\frac{1}{2 \pi \mathrm{i}} \int_{\gamma-\mathrm{i} \infty}^{\gamma+\mathrm{i} \infty} \exp (s t-x \sqrt{g(s)}) \frac{d s}{s}, \quad \gamma>0 . \tag{7.24}
\end{align*}
$$

Since $\sqrt{g(s)} \in \mathcal{C B F}$ it can be analytically extended to $\mathbb{C} \backslash(-\infty, 0]$. Therefore, this holds also for the function under the integral sign in (7.24). By the Cauchy's theorem, the integration on the contour $\{s=\gamma+\mathrm{i} r, r \in(-\infty,+\infty)\}$ can be replaced by integration on the contour $D_{R}^{-} \cup D \cup D_{0} \cup D_{R}^{+}$, where (with appropriate orientation)

$$
\begin{aligned}
D & =\{s=\mathrm{i} r, r \in(-\infty,-\varepsilon) \cup(\varepsilon, \infty)\}, D_{\varepsilon}=\left\{s=\varepsilon e^{\mathrm{i} \theta}, \theta \in[-\pi / 2, \pi / 2]\right\} \\
D_{R}^{+} & =\{|s|=R, \Re s \in[0, \gamma], \Im s>0\}, D_{R}^{-}=\{|s|=R, \Re s \in[0, \gamma], \Im s<0\} .
\end{aligned}
$$

To prove that the integrals on the $\operatorname{arcs} D_{R}^{-}$and $D_{R}^{+}$vanish for $R \rightarrow \infty$ it is sufficient to show that for any $x>0$ the function $\widehat{w}(x, s)$ is uniformly bounded on $D_{R_{n}}^{+}$and $D_{R_{n}}^{-}$, where $R_{n} \rightarrow \infty$, and that $\widehat{w}(x, s) \rightarrow 0$ for $s \in D_{R}^{ \pm}$and $R \rightarrow \infty$, see e.g. [35], Chapter 2, Lemma 2. This follows from the fact that


Figure 7.2: Propagation function $w(x, t)$ for a two-term equation as a function of $x$ for different values of $t ;(\mathbf{a}) \alpha=2, \alpha_{1}=1$.5: finite propagation speed, no wave front; (b) $\alpha=1.5, \alpha_{1}=1$ : infinite propagation speed.
$\Re \sqrt{g(s)} \geq 0$ for $\Re s \geq 0$ and therefore

$$
\begin{equation*}
\left|\frac{1}{s} \exp (-x \sqrt{g(s)})\right| \leq \frac{1}{R} \exp (-x \Re \sqrt{g(s)}) \leq \frac{1}{R}, \quad s \in D_{R}^{ \pm} . \tag{7.25}
\end{equation*}
$$

The integral on the semi-circular contour $D_{\varepsilon}$ equals $1 / 2$ when $\varepsilon \rightarrow 0$. This can be obtained by direct check using that

$$
\lim _{s \rightarrow 0} s\left(\frac{1}{s} \exp (s t-x \sqrt{g(s)})\right)=1 .
$$

Integration on the contour $D$ yields after letting $\varepsilon \rightarrow 0$ and $R \rightarrow \infty$ :

$$
\frac{1}{2 \pi \mathrm{i}} \int_{D} \frac{1}{s} \exp (s t-x \sqrt{g(s)}) d s=\frac{1}{\pi} \int_{0}^{\infty} \frac{1}{r} \Im \exp (\mathrm{i} r t-x \sqrt{g(\mathrm{i} r)}) d r .
$$

Here we have used the fact that $\sqrt{g\left(s^{*}\right)}=(\sqrt{g(s)})^{*}$, where $*$ denotes the complex conjugate, see property (P15) in Proposition 2.1. Applying the formula (4.17) for real and imaginary parts of the square root of a complex number we obtain the following result.
Theorem 7.4. The propagation function $w(x, t)$ admits the integral representation:

$$
\begin{equation*}
w(x, t)=\frac{1}{2}+\frac{1}{\pi} \int_{0}^{\infty} \exp \left(-x K^{+}(r)\right) \sin \left(r t-x K^{-}(r)\right) \frac{d r}{r}, \quad x, t>0 \tag{7.26}
\end{equation*}
$$

where

$$
\begin{equation*}
K^{ \pm}(r)=\frac{1}{\sqrt{2}}\left(\left(A^{2}(r)+B^{2}(r)\right)^{1 / 2} \pm A(r)\right)^{1 / 2} \tag{7.27}
\end{equation*}
$$

with

$$
\begin{aligned}
& A(r)=\Re g(i r)=c r^{\alpha} \cos (\alpha \pi / 2)+\sum_{j=1}^{m} c_{j} r^{\alpha_{j}} \cos \left(\alpha_{j} \pi / 2\right), \\
& B(r)=\Im g(i r)=c r^{\alpha} \sin (\alpha \pi / 2)+\sum_{j=1}^{m} c_{j} r^{\alpha_{j}} \sin \left(\alpha_{j} \pi / 2\right) .
\end{aligned}
$$

To check that the obtained integral in (7.26) is convergent we note that $K^{ \pm}(r)>0, K^{ \pm}(r) \sim r^{\alpha_{m} / 2}$ as $r \rightarrow 0$ and $K^{ \pm}(r) \sim r^{\alpha / 2}$ as $r \rightarrow \infty$. Therefore, the function under the integral sign in (7.26) has an integrable singularity at $r=0$, while at $r \rightarrow \infty$ the term $\exp \left(-x K^{+}(r)\right)$ ensures integrability not only of this function, but also of all derivatives with respect to $t$. Therefore, $w(x, t)$ is well defined function, which is infinitely differentiable in $t$.

Corollary 7.1. In the single-term case $m=0$ and $c=1$ the propagation function $w(x, t)$ admits the integral representation for $x, t>0$ :

$$
w(x, t)=\frac{1}{2}+\frac{1}{\pi} \int_{0}^{\infty} \exp \left(-x r^{\alpha / 2} \cos (\alpha \pi / 4)\right) \sin \left(r t-x r^{\alpha / 2} \sin (\alpha \pi / 4)\right) \frac{d r}{r}
$$

### 7.2.2 Subordination results

We suppose first that $A$ generates a cosine family. This means that the second-order Cauchy problem (2.7) is well posed with solution operator $S_{2}(t)$.

We establish subordination results for the Cauchy problem (7.11) for the multi-term diffusion-wave equation with parameters satisfying (7.12). Applying Laplace transform we rewrite problem (7.11) as the abstract Volterra integral equation

$$
\begin{equation*}
u(t)=a+\int_{0}^{t} k(t-\tau) A u(\tau) d \tau \tag{7.28}
\end{equation*}
$$

The scalar kernel $k(t)$ is defined by its Laplace transform

$$
\begin{equation*}
\widehat{k}(s)=1 / g(s) \tag{7.29}
\end{equation*}
$$

where the function $g(s)$ is defined in (7.17).

Problem (7.11) is well posed iff the corresponding Volterra integral equation (7.28) is well posed. In this case the solution operator of problem (7.28) coincides with the solution operator of problem (7.11). Denote by $S(t)$ this solution operator.

Since $\sqrt{g(s)} \in \mathcal{C B F}$ (see Proposition 7.3), applying Theorem 2.4 we obtain that problem (7.11) is subordinated to the second order Cauchy problem.
Theorem 7.5. If $A$ is a generator of a bounded cosine family $S_{2}(t)$ in $X$ then problem (7.11) admits a bounded solution operator $S(t)$. It is related to $S_{2}(t)$ via the subordination identity

$$
\begin{equation*}
S(t)=\int_{0}^{\infty} \varphi(t, \tau) S_{2}(\tau) d \tau, \quad t>0 \tag{7.30}
\end{equation*}
$$

The function $\varphi(t, \tau)$ is a PDF in $\tau$ (i.e. satisfies conditions (2.26)) and admits the following integral representation

$$
\begin{align*}
\varphi(t, \tau) & =\frac{1}{\pi} \int_{0}^{\infty} \exp \left(-\tau K^{+}(r)\right)\left(K^{+}(r) \sin \left(r t-\tau K^{-}(r)\right)\right. \\
& \left.+K^{-}(r) \cos \left(r t-\tau K^{-}(r)\right)\right) \frac{d r}{r}, \quad t, \tau>0 \tag{7.31}
\end{align*}
$$

where $K^{ \pm}(r)$ are the functions defined in (7.27).
Proof. We have to prove only integral representation (7.31). Indeed, the subordination kernel $\varphi(t, \tau)$ is related to the propagation function $w(x, t)$ via the identity

$$
\begin{equation*}
\varphi(t, \tau)=-\left.w_{x}(x, t)\right|_{x=\tau}, \quad t, \tau>0 \tag{7.32}
\end{equation*}
$$

which can be deduced by comparing their Laplace transforms. Then the integral representation (7.31) follows after easily justified differentiation under the integral sign in (7.26).

Plots of the subordination kernel $\varphi(t, \tau)$ in (7.30) in the case of some twoterm equations are shown in Figure 7.3. The numerical computations are based on the integral representation (7.31). The figure is from [18].

In the case $\alpha=2$ identity (7.32) and Theorem 7.3 imply that $\varphi(t, \tau) \equiv 0$ for $\tau>t / \sqrt{c}$. Therefore in this case the integral in (7.30) is finite.
Corollary 7.2. Let $\alpha=2$. Under the hypotheses of Theorem 7.5 the subordination relation (7.30) has the form

$$
\begin{equation*}
S(t)=\int_{0}^{t / \sqrt{c}} \varphi(t, \tau) S_{2}(\tau) d \tau, \quad t>0 \tag{7.33}
\end{equation*}
$$



Figure 7.3: Subordination function $\varphi(t, \tau)$ for a two-term equation as a function of $\tau ;(\mathbf{a}) \alpha=1.9, \alpha_{1}=1.5$, and different values of $t ;(\mathbf{b}) \alpha=1.9, t=2$ and different values of $\alpha_{1}$.

Taking into account the asymptotic expansions of the functions $K^{ \pm}(r)$, it is clear that the function under the integral sign in (7.31) can be infinitely differentiated in $t$. Therefore, this should hold also for the function $\varphi(t, \tau)$. In the next theorem we prove a stronger regularity property in the case $\alpha<2$.

Theorem 7.6. Assume $1<\alpha<2$ and let

$$
\begin{equation*}
\theta_{0}=\frac{(2-\alpha) \pi}{2 \alpha}-\varepsilon, \tag{7.34}
\end{equation*}
$$

where $\varepsilon>0$ is arbitrarily small. For any $\tau>0$ the function $\varphi(t, \tau)$ as a function of $t$ admits analytic extension to the sector $\Sigma\left(\theta_{0}\right)$ and is bounded on each sector $\overline{\Sigma(\theta)}, 0<\theta<\theta_{0}$.

Proof. First note that $\alpha>1$ implies $\theta_{0}<\pi / 2$. It suffices to prove that for any $\tau>0$ the Laplace transform $\widehat{\varphi}(s, \tau)$ of the function $\varphi(t, \tau)$ admits analytic extension for $s \in \Sigma\left(\pi / 2+\theta_{0}\right)$, such that $s \widehat{\varphi}(s, \tau)$ is bounded for $s \in \overline{\Sigma(\pi / 2+\theta)}, 0<\theta<\theta_{0}$, see Theorem 1.3.

Indeed, since $\sqrt{g(s)} \in \mathcal{C B F}$, it can be extended analytically to $\mathbb{C} \backslash(-\infty, 0]$. Therefore this holds also for the function

$$
\widehat{\varphi}(s, \tau)=\frac{\sqrt{g(s)}}{s} \exp (-\tau \sqrt{g(s)})
$$

For $s \in \overline{\Sigma(\pi / 2+\theta)}, \theta<\theta_{0}$, the definition (7.17) of $g(s)$ together with the property $\left|\arg \left(s_{1}+s_{2}\right)\right| \leq \max \left\{\left|\arg s_{1}\right|,\left|\arg s_{2}\right|\right\}$ and (7.34) implies

$$
\begin{equation*}
|\arg \sqrt{g(s)}| \leq \frac{\alpha}{2}|\arg s|<\pi / 2-\varepsilon \alpha / 2 \tag{7.35}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
|s \widehat{\varphi}(s, \tau)| & =|\sqrt{g(s)} \exp (-\tau \sqrt{g(s)})| \\
& \leq \rho \exp (-\tau \rho \cos (\arg \sqrt{g(s)})) \\
& \leq \rho e^{-a \rho} \leq(e a)^{-1}, \tag{7.36}
\end{align*}
$$

where $\rho=|\sqrt{g(s)}|$ and $a=\tau \sin (\varepsilon \alpha / 2)>0$.
Theorem 7.7. Let $1<\alpha<2$. Under the hypotheses of Theorem 7.5 the solution operator $S(t)$ of problem (7.11) is a bounded analytic solution operator of angle $\theta_{0}$, defined in (7.34).

Proof. Roughly speaking, since $S_{2}(t)$ is bounded, according to Theorem 7.6 the function under the integral sign in (7.30) is analytic in $t \in \Sigma\left(\theta_{0}\right)$ and the integral is absolutely and uniformly convergent on compact subsets of $\Sigma\left(\theta_{0}\right)$. Therefore, $S(t)$ given by (7.30) is analytic in $\Sigma\left(\theta_{0}\right)$ and bounded in the subsectors.

Strictly, this result follows from Theorem 2.5 taking into account (7.35).
Theorem 7.7 is in agreement with Theorem 3.2. in [9], where the same property is established for the solution operators $S_{\alpha}(t)$.

In fact, problem (7.11) is not only subordinate to the second order Cauchy problem, but also to the fractional Cauchy problem (2.8) of order $\alpha$, which is a stronger result for $\alpha<2$. To deduce this fact, according to Theorem 2.4 we only need to prove the following property of $g(s)$.

Proposition 7.4. If $g(s)$ is defined as in (7.17) with parameters $\alpha, \alpha_{j}, c, c_{j}, j=$ $1, \ldots$, $m$, satisfying (7.12), then $g(s)^{1 / \alpha} \in \mathcal{C B F}$.

Proof. According to property (P7) in Proposition 2.1 it is sufficient to prove that

$$
\begin{equation*}
f(s)=\frac{g(s)^{1 / \alpha}}{s} \in \mathcal{S F} \tag{7.37}
\end{equation*}
$$

Since $0<\alpha-\alpha_{m} \leq 1$ the function

$$
f^{\alpha}(s)=\frac{g(s)}{s^{\alpha}}=c+\sum_{j=1}^{m} c_{j} s^{\alpha_{j}-\alpha}
$$

is a Stieltjes function. Moreover, $s^{1 / \alpha} \in \mathcal{C B F}$ for $\alpha>1$. This together with property ( $\mathbf{P} 12$ ) in Proposition 2.1 gives (7.37).

As discussed earlier, the property $g(s)^{1 / \alpha} \in \mathcal{C B F}$ is stronger than the property $g(s)^{1 / 2} \in \mathcal{C B F}$ proven in Proposition 7.3. This follows from the representation $g(s)^{1 / 2}=\left(g(s)^{1 / \alpha}\right)^{\alpha / 2}$ as a composition of two complete Bernstein functions, which by property ( $\mathbf{P 1 1}$ ) in Proposition 2.1 is again a complete Bernstein function.

Theorem 7.8. Assume problem (2.8) has a bounded solution operator $S_{\alpha}(t)$. Then problem (7.11) admits a bounded solution operator $S(t)$, which is related to $S_{\alpha}(t)$ by the subordination identity

$$
\begin{equation*}
S(t)=\int_{0}^{\infty} \psi(t, \tau) S_{\alpha}(\tau) d \tau, \quad t>0 \tag{7.38}
\end{equation*}
$$

where the function $\psi(t, \tau)$ is a unilateral PDF in $\tau$, defined as the inverse Laplace transform

$$
\psi(t, \tau)=\frac{1}{2 \pi \mathrm{i}} \int_{\gamma-\mathrm{i} \infty}^{\gamma+\mathrm{i} \infty} \frac{g(s)^{1 / \alpha}}{s} \exp \left(s t-\tau g(s)^{1 / \alpha}\right) d s, \quad \gamma, t, \tau>0
$$

Theorem 7.8 implies that the solution operator $S(t)$ has (at least) the same regularity as $S_{\alpha}(t)$. This result is in agreement with Theorem 3.4 in [65].

Let us note that the subordination results of this section can be generalized to the case of continuous distribution, depending on the support of the weight function $\mu(\beta)$ in (7.5). For instance, if condition (7.9) is satisfied then the distributed-order equation (7.6) is subordinated to the single-term equation (2.8) of order $\alpha$. To prove this, it suffices to check that $g(s)^{1 / \alpha} \in \mathcal{C B F}$ for $g(s)=\int_{\alpha-1}^{\alpha} \mu(\beta) s^{\beta} d \beta$. If we define $f(s)=g(s)^{1 / \alpha} / s$ then

$$
(f(s))^{\alpha}=\frac{g(s)}{s^{\alpha}}=\int_{\alpha-1}^{\alpha} \mu(\beta) s^{\beta-\alpha} d \beta \in \mathcal{S F} .
$$

Since $s^{1 / \alpha} \in \mathcal{C B F}$ for $\alpha>1$ the composition rule ( $\mathbf{P} 12$ ) in Proposition 2.1 yields $f(s) \in \mathcal{S F}$, which implies $g(s)^{1 / \alpha} \in \mathcal{C B F}$.

### 7.2.3 Applications

Simple examples of application of the subordination theorems are given in this section.

Example 7.2. Let $X=L^{p}(\mathbb{R}), 1 \leq p<\infty$. Define the operator $A$ by means of $(A u)(x)=u^{\prime \prime}(x)$, with domain $D(A)=\left\{u \in X: u^{\prime \prime} \in X\right\}$. Then $A$ generates a bounded cosine family given by the d'Alembert formula

$$
\begin{equation*}
\left(S_{2}(t) v\right)(x)=\frac{1}{2}(v(x+t)+v(x-t)) \tag{7.39}
\end{equation*}
$$

Inserting (7.39) in the subordination formula (7.30) we obtain for the solution of problem (7.11)

$$
\begin{align*}
u(x, t)=(S(t) v)(x) & =\int_{0}^{\infty} \varphi(t, \tau)\left(S_{2}(\tau) v\right)(x) d \tau \\
& =\frac{1}{2} \int_{-\infty}^{\infty} \varphi(t,|\xi|) v(x-\xi) d \xi \tag{7.40}
\end{align*}
$$

In this way the relation between the fundamental solution of the spatially onedimensional Cauchy problem and the subordination kernel $\mathcal{G}(x, t)=\frac{1}{2} \varphi(t,|x|)$ is reestablished. It is remarkable that, due to the specific form of the d'Alembert formula (7.39), the convolution in time in subordination relation is transformed to a convolution relation for the space variable in (7.40).
Example 7.3. Assume $\Omega \subset \mathbb{R}^{n}$ is an open set and let $X=L^{2}(\Omega)$. Let $A$ be the Laplace operator with Dirichlet boundary conditions: $A=\Delta, D(A)=$ $H_{0}^{1}(\Omega) \cap H^{2}(\Omega)$ (see also Section 5.4.3). It is known that the operator $A$ generates a bounded cosine family, see e.g [2], Section 7.2.

If $\left\{-\lambda_{n}, \varphi_{n}\right\}_{n=1}^{\infty}$ is the eigensystem of the operator $A$, then $0<\lambda_{1} \leq \lambda_{2} \leq$ $\ldots, \lambda_{n} \rightarrow \infty$ as $n \rightarrow \infty$, and $\left\{\varphi_{n}\right\}_{n=1}^{\infty}$ form an orthonormal basis of $L^{2}(\Omega)$. The cosine family $S_{2}(t)$ admits the following eigenfunction decomposition

$$
\begin{equation*}
S_{2}(t) v=\sum_{n=1}^{\infty} v_{n} \cos \left(\sqrt{\lambda_{n}} t\right) \varphi_{n} \tag{7.41}
\end{equation*}
$$

with $v_{n}=\left(v, \varphi_{n}\right)$, where $(.,$.$) is the inner product in L^{2}(\Omega)$.
Therefore, applying Theorem 7.5 we obtain the solution of problem (7.11) in the form:

$$
\begin{equation*}
S(t) v=\sum_{n=1}^{\infty} v_{n} u_{n}(t) \varphi_{n} \tag{7.42}
\end{equation*}
$$

where the eigenmodes $u_{n}(t)$ admit the integral representation

$$
\begin{equation*}
u_{n}(t)=\int_{0}^{\infty} \varphi(t, \tau) \cos \left(\sqrt{\lambda_{n}} \tau\right) d \tau \tag{7.43}
\end{equation*}
$$

The eigenmodes $u_{n}(t)$ can be numerically computed by the use of (7.43) and (7.31).

In particular, in the one-dimensional case, $\Omega=(0,1)$, the eigensystem is $\lambda_{n}=n^{2} \pi^{2}, \varphi_{n}=\sqrt{2} \sin (n \pi x), n=1,2, \ldots$.

The following example illustrates the application of the stronger subordination result in Theorem 7.8.

Example 7.4. Consider the neutral-fractional telegraph equation [30]

$$
\begin{equation*}
{ }^{C} D_{t}^{\alpha} v(x, t)+b^{C} D_{t}^{\alpha / 2} v(x, t)=R_{x}^{\alpha} v(x, t), \quad v(x, 0)=\delta(x), v_{t}(x, 0)=0 \tag{7.44}
\end{equation*}
$$

where $x \in \mathbb{R}, t>0, \alpha \in(1,2), b>0$, and $R_{x}^{\alpha}$ denotes the spatial Riesz fractional pseudo-differential operator (see Section 3.4). It is known that the solution to the Cauchy problem for the neutral fractional wave equation (obtained from (7.44) for $b=0$ )

$$
\begin{equation*}
{ }^{C} D_{t}^{\alpha} u(x, t)=R_{x}^{\alpha} u(x, t), \quad u(x, 0)=\delta(x), u_{t}(x, 0)=0, \quad x \in \mathbb{R}, t>0 \tag{7.45}
\end{equation*}
$$

is a spatial probability density function [44, 76]. Since $\left(s^{\alpha}+b s^{\alpha / 2}\right)^{1 / \alpha} \in \mathcal{C B F}$ (see Proposition 7.4), Theorem 7.8 implies that the solutions of equations (7.44) and (7.45) are related by the identity

$$
\begin{equation*}
v(x, t)=\int_{0}^{\infty} \psi(t, \tau) u(x, t) \mathrm{d} \tau \tag{7.46}
\end{equation*}
$$

where $\psi(t, \tau)$ is a unilateral probability density in $\tau$, defined in Laplace domain by

$$
\widehat{\psi}(s, \tau)=\frac{\left(s^{\alpha}+b s^{\alpha / 2}\right)^{1 / \alpha}}{s} \exp \left(-\tau\left(s^{\alpha}+b s^{\alpha / 2}\right)^{1 / \alpha}\right)
$$

Representation (7.46) of the solution $v(x, t)$ to the neutral-fractional telegraph equation (7.44) in particular implies that it is as well a spatial PDF.

## Chapter 8

## Wave propagation in linear viscoelastic media

In this chapter subordination principle is established for equations modelling the propagation of waves in linear viscoelastic media. Various constitutive models are considered, which are fractional-order generalizations of the classical ones. All of them have completely monotone relaxation moduli. In particular, equations modelling unidirectional flows of fractional Jeffreys' fluids are studied in detail. Applications of the subordination relation, as well as its physical interpretation are discussed. The chapter is closed with a short comment on the definition of the class of generalized fractional diffusion-wave equations.

### 8.1 Evolution equation and subordination

Phenomena intermediate between diffusion and wave propagation, and therefore intrinsically related to some kind of attenuated waves, are known to occur in viscoelastic media that combine the characteristics of elastic solids exhibiting wave propagation and viscous fluids that support diffusion processes. Rheological constitutive equations involving fractional derivatives in time play an important role in linear viscoelasticity and have a long history [55, 75, 95]. It appears that using fractional derivatives in time, the damping behaviour of viscoelastic media can be modelled with much less parameters, compared to the integer-order models [75, 95]. For a review of the main aspects of wave propagation in linear homogeneous viscoelastic media and the simplest and most used fractional constitutive models we refer to [75].

In linear viscoelasticity the rheological properties of a viscoelastic medium
are described through a linear constitutive relation between stress $\sigma$ and strain $\varepsilon$. Following [75], we restrict our considerations to the uniaxial case, in which $\sigma=\sigma(x, t)$ and $\varepsilon=\varepsilon(x, t)$, and consider systems quiescent for all times prior to some starting time, $t=0$. The constitutive equation in this case admits the form [75]

$$
\begin{equation*}
\sigma(x, t)=\int_{0}^{t} G(t-\tau) \dot{\varepsilon}(x, \tau) d \tau, \quad t>0 \tag{8.1}
\end{equation*}
$$

where $G(t)$ is the so-called relaxation modulus and the over-dot denotes the first derivative in time.

In a physically meaningful model the relaxation modulus $G(t)$ should be a non-negative and non-increasing function for $t>0$. This is related to the physical phenomenon of stress relaxation, an inherent property of real materials. If $G(+\infty)=0$ (full relaxation), the model governs fluid-like behaviour, otherwise the behaviour is solid-like [75].

Based on the stress-strain relation (8.1), the equation of motion, and the kinematic equation, the uniaxial wave equations in different viscoelastic media can be written in a unified manner in terms of the relaxation modulus $G(t)$ [92, 93]

$$
\begin{equation*}
u(t)=\int_{0}^{t} k(t-\tau) A u(\tau) d \tau+f(t), \quad t>0 \tag{8.2}
\end{equation*}
$$

where the kernel $k(t)$ is defined by the identity

$$
\begin{equation*}
k(t)=\int_{0}^{t} G(\tau) d \tau \tag{8.3}
\end{equation*}
$$

Then the characteristic function $g(s)=(\widehat{k}(s))^{-1}$ is expressed in terms of the Laplace transform of the relaxation modulus $\widehat{G}(s)$ as follows

$$
\begin{equation*}
g(s)=\frac{s}{\widehat{G}(s)}, \quad s>0 \tag{8.4}
\end{equation*}
$$

Let us note that the function $u$ in (8.2) is either particle displacement or velocity, depending whether the model exhibits solid-like or fluid-like behaviour.

All constitutive equations considered in this chapter have completely monotone relaxation moduli, more exactly they satisfy $G(t) \in \mathcal{C} \mathcal{M} \mathcal{F}_{0}$, where the class $\mathcal{C} \mathcal{M} \mathcal{F}_{0}$ is defined in (2.4). This property follows from the thermodynamic restrictions on their parameters. For the simplest models this is related to the complete monotonicity of the Mittag-Leffler function. Let us also note
that $G(t) \in \mathcal{C} \mathcal{M} \mathcal{F}_{0}$ implies that the kernel $k(t)$ of the corresponding Volterra equation, defined in (8.3), is a Bernstein function. Next we establish a property of the characteristic function $g(s)$, necessary to apply the subordination Theorem 2.4.

Proposition 8.1. If $G(t) \in \mathcal{C} \mathcal{M} \mathcal{F}_{0}$ then $g(s)^{1 / 2} \in \mathcal{C B F}$.
Proof. Under the assumption of the proposition $\widehat{G}(s) \in \mathcal{S F}$ which, by property (P8) in Proposition 2.1, is equivalent to $1 / \widehat{G}(s) \in \mathcal{C B F}$. Then the function $g(s)=s / \widehat{G}(s)$ is a product of two complete Bernstein functions ( $s$ and $1 / \widehat{G}(s)$ ) and property (2.2) implies $g(s)^{1 / 2} \in \mathcal{C B F}$.

Applying Theorem 2.4 we formulate the following result.
Theorem 8.1. Let $A$ be a generator of a strongly continuous bounded cosine family $S_{2}(t)$ in a Banach space $X$. Assume $G(t) \in \mathcal{C} \mathcal{M} \mathcal{F}_{0}$. Then the abstract Volterra equation (8.2) with kernel $k(t)$ defined in (8.3) is well posed with bounded solution operator $S(t)$, which satisfies the subordination relation

$$
\begin{equation*}
S(t)=\int_{0}^{\infty} \varphi(t, \tau) S_{2}(\tau) d \tau, \quad t>0 \tag{8.5}
\end{equation*}
$$

The subordination kernel $\varphi(t, \tau)$ is a unilateral probability density function, i.e. it obeys (2.26), and its Laplace transform is given by

$$
\begin{equation*}
\widehat{\varphi}(s, \tau)=\frac{g(s)^{1 / 2}}{s} \exp \left(-\tau g(s)^{1 / 2}\right), \tag{8.6}
\end{equation*}
$$

where $g(s)$ is defined in (8.4).
As in the previous chapter, the integral in the subordination relation (8.5) is finite in the case of finite propagation speed of a disturbance. From general theory, see e.g. [75, Chapter 4], [93, Chapter 5], the velocity of propagation of a disturbance $c$ is

$$
\begin{equation*}
c=\lim _{s \rightarrow \infty} \frac{s}{g(s)^{1 / 2}} . \tag{8.7}
\end{equation*}
$$

In the case of finite propagation speed, a jump discontinuity at the planar surface $x=c t$ exists if and only if

$$
\begin{equation*}
\eta=\lim _{s \rightarrow \infty}\left(g(s)^{1 / 2}-s / c\right)<\infty . \tag{8.8}
\end{equation*}
$$

The relations (8.4), (8.7), (8.8), and the initial and final value theorems for Laplace transform yield

$$
\begin{equation*}
c=G(0)^{1 / 2}, \quad \eta=-\frac{G^{\prime}(0)}{2 G(0)^{3 / 2}} \tag{8.9}
\end{equation*}
$$

where $G(t)$ is the relaxation modulus.
In the case of finite propagation speed $(c<\infty)$ and absence of wave front $(\eta=\infty)$ the subordination to cosine families (8.5) is given by a finite integral relation:

$$
\begin{equation*}
S(t)=\int_{0}^{c t} \varphi(t, \tau) S_{2}(\tau) d \tau, \quad t>0 \tag{8.10}
\end{equation*}
$$

since in this case the subordination kernel $\varphi(t, \tau)$ vanishes for $\tau>c t$ (the proof is the same as that of Corollary 7.2.

### 8.2 Analysis of fractional viscoelastic models

Application of Laplace transform with respect to time variable in (8.1) leads to a stress-strain relation in Laplace domain [75]

$$
\begin{equation*}
\widehat{\sigma}(\cdot, s)=s \widehat{G}(s) \widehat{\varepsilon}(\cdot, s) \tag{8.11}
\end{equation*}
$$

The representations of the relaxation moduli for the specific constitutive relations below are derived by applying Laplace transform to the constitutive equation and comparing the result to (8.11). Some properties of the relaxation moduli can be directly derived on the basis of their representation in Laplace domain.

To characterize a viscoelastic medium whose mechanical properties are intermediate between those of pure elastic solid (Hooke model: $\sigma=b \varepsilon$ ) and of pure viscous fluid (Newton model: $\sigma=b \dot{\varepsilon}$ ), the fractional Scott-Blair stressstrain law was introduced [75]

$$
\begin{equation*}
\sigma(x, t)=b D_{t}^{\alpha} \varepsilon(x, t), \quad 0<\alpha<1 \tag{8.12}
\end{equation*}
$$

Here $b$ is a positive constant and $D_{t}^{\alpha}$ denotes fractional time derivative in the Riemann-Liouville sense. This fractional-order model has led to various fractional-order generalizations of the classical integer-order constitutive models.

In this section we give a short analysis of some basic constitutive models with time fractional derivatives, derive the corresponding relaxation moduli, and study their complete monotonicity.

### 8.2.1 Fractional Kelvin-Voigt model

As a first example we consider the fractional Kelvin-Voigt model [75]

$$
\begin{equation*}
\sigma(x, t)=\left(1+b D_{t}^{\alpha}\right) \varepsilon(x, t), \quad 0<\alpha<1, \quad b>0 . \tag{8.13}
\end{equation*}
$$

Applying Laplace transform and using (1.19) we obtain $\widehat{\sigma}=\left(1+b s^{\alpha}\right) \widehat{\varepsilon}$, which, compared to (8.11) yields $\widehat{G}(s)=s^{-1}+b s^{\alpha-1}$. By the use of (1.4) we obtain the corresponding relaxation modulus

$$
G(t)=1+b \omega_{1-\alpha}(t)
$$

It is completely monotone under the assumptions on the parameters $0<\alpha<$ $1, b>0$. Moreover, $G(+\infty)=1$ and $G(0)=+\infty$ indicate that the fractional Kelvin-Voigt model governs solid-like behaviour with infinite propagation speed of a disturbance.

A distributed-order generalization of constitutive laws (8.12) and (8.13) is proposed in [32] in the form

$$
\begin{equation*}
\sigma(x, t)=\int_{0}^{1} p_{\varepsilon}(\beta) D_{t}^{\beta} \varepsilon(x, t) d \beta \tag{8.14}
\end{equation*}
$$

where $p_{\varepsilon}(\cdot)$ is a weight function. The corresponding relaxation modulus

$$
\begin{equation*}
G(t)=\int_{0}^{1} p_{\varepsilon}(\beta) \omega_{1-\alpha}(t) d \beta \tag{8.15}
\end{equation*}
$$

is again a completely monotone function, which follows by the use of property (P1) in Proposition 2.1. The limiting behaviour of the functions of the form (8.15) is studied in Theorem 5.1. In the case of continuous weight function $G(+\infty)=0$, i.e. constitutive equation (8.14) models fluid-like behaviour. Since $G(0)=+\infty$, the propagation speed of a disturbance is infinite.

### 8.2.2 Fractional Maxwell model

Consider the fractional Maxwell constitutive equation [55, Chapter 7]

$$
\begin{equation*}
\left(1+a D_{t}^{\alpha}\right) \sigma(x, t)=b D_{t}^{\beta} \varepsilon(x, t), \quad 0<\alpha \leq \beta \leq 1, \quad a, b>0 . \tag{8.16}
\end{equation*}
$$

Applying Laplace transform to (8.16) we obtain by the use of (1.19) and (8.11)

$$
\widehat{G}(s)=\frac{b s^{\beta-1}}{1+a s^{\alpha}} .
$$

Therefore, applying (1.27) we obtain

$$
\begin{equation*}
G(t)=\frac{b}{a} t^{\alpha-\beta} E_{\alpha, \alpha-\beta+1}\left(-t^{\alpha} / a\right), \tag{8.17}
\end{equation*}
$$

In the next proposition we prove that under the constraints on the parameters in (8.16) the relaxation modulus $G(t)$ is completely monotone. In fact, it appears that the assumption on the fractional parameters $\alpha \leq \beta$ is also necessary for thermodynamic compatibility of the fractional Maxwell model.

Proposition 8.2. Assume $0<\alpha, \beta \leq 1, a, b>0, t>0$. The following assertions are equivalent:
(a) $0<\alpha \leq \beta \leq 1$;
(b) $G(t)$ is monotonically non-increasing;
(c) $G(t)$ is a completely monotone function.

Proof. Using representation (8.17) for the function $G(t)$, we prove that condition (a) is equivalent to any of the conditions (b) and (c). First we show that if $1 \geq \alpha>\beta>0$ then (b) and (c) are not satisfied. The definition of Mittag-Leffler function (1.21) implies $G(t) \sim C t^{\alpha-\beta}$ for $t \rightarrow 0$. Therefore, if $\alpha>\beta, G(t)$ is increasing function for $t$ near 0 , i.e., (b) and (c) are violated. Therefore, any of the conditions (b) and (c) implies (a). It remains to prove that (a) implies (b) and (c). Indeed, if $0<\alpha \leq \beta \leq 1$ then $t^{\alpha-\beta} \in \mathcal{C M} \mathcal{F}$ and $E_{\alpha, \alpha-\beta+1}\left(-t^{\alpha} / a\right) \in \mathcal{C} \mathcal{M F}$ as a composition of the completely monotone Mittag-Leffler function of negative argument (see (1.26)) and the Bernstein function $t^{\alpha}$. Therefore, $G(t) \in \mathcal{C} \mathcal{M F}$ as a product of two completely monotone functions. The proof is completed.

Representation (8.17) together with the asymptotic expansion (1.22) yields $G(+\infty)=0$. Therefore, the fractional Maxwell constitutive equation models fluid-like behavior. More precisely, (1.33) implies for $t \rightarrow+\infty$ that $G(t) \sim$ $C t^{-\alpha}$ if $\beta<1$ and $G(t) \sim C t^{-\alpha-1}$ if $\beta=1$. This means that for $\beta=1$ the relaxation function $G(t)$ is integrable at infinity and the integral over $(0, \infty)$ is finite.

The asymptotic expansion for $t \rightarrow 0^{+}$is $G(t) \sim C t^{\alpha-\beta}$. Therefore, if $\alpha<\beta$ then $G\left(0^{+}\right)=+\infty$, while if $\alpha=\beta$ different behavior is observed: $G\left(0^{+}\right)=b / a<\infty$. This means that the fractional Maxwell viscoelastic model supports finite propagation speed if and only if $\alpha=\beta$.

### 8.2.3 Distributed order fractional Zener model

The fractional Zener constitutive equation [75]

$$
\begin{equation*}
\left(1+a D_{t}^{\alpha}\right) \sigma(x, t)=\left(1+b D_{t}^{\alpha}\right) \varepsilon(x, t), \quad 0<\alpha \leq 1, \quad 0<a<b \tag{8.18}
\end{equation*}
$$

is extensively studied as a model of solid-like viscoelastic behaviour $[6,7,55]$. The constraints on the parameters imply the complete monotonicity of the corresponding relaxation modulus, which admits the representation in terms of Mittag-Leffler function [75],

$$
\begin{equation*}
G(t)=1+(b / a-1) E_{\alpha}\left(-t^{\alpha} / a\right), 0<\alpha \leq 1, \quad 0<a<b . \tag{8.19}
\end{equation*}
$$

Consider the multi-term stress-strain relation [5]

$$
\begin{equation*}
\sum_{n=0}^{N} a_{n} D_{t}^{\alpha_{n}} \sigma(x, t)=\sum_{n=0}^{N} b_{n} D_{t}^{\alpha_{n}} \varepsilon(x, t) \tag{8.20}
\end{equation*}
$$

where $0 \leq \alpha_{0}<\alpha_{1}<\cdots<\alpha_{N}<1, a_{n}, b_{n}>0, \quad n=0,1, \ldots, N$. This multiterm viscoelastic model a generalization of (8.18). It is consistent with the second law of thermodynamics if the following restrictions on the parameters are satisfied [5]

$$
\begin{equation*}
\frac{a_{0}}{b_{0}} \geq \frac{a_{1}}{b_{1}} \geq \cdots \geq \frac{a_{N}}{b_{N}} \tag{8.21}
\end{equation*}
$$

Note that if $a_{n}=a^{\alpha_{n}}, b_{n}=b^{\alpha_{n}}$, and $0<a<b$, then conditions (8.21) are automatically satisfied.

A more general distributed-order stress-strain relation is proposed in [4]

$$
\begin{equation*}
\int_{0}^{1} p_{\sigma}(\alpha) D_{t}^{\alpha} \sigma(x, t) d \alpha=\int_{0}^{1} p_{\varepsilon}(\alpha) D_{t}^{\alpha} \varepsilon(x, t) d \alpha \tag{8.22}
\end{equation*}
$$

where $p_{\sigma}(\alpha)$ and $p_{\varepsilon}(\alpha)$ are non-negative (generalized) weight functions. The distributed-order constitutive equation (8.22) and the related mechanical models are studied in [6], Chapter 3.

The power type distributed-order model (8.22) is obtained when the weight functions are power functions

$$
\begin{equation*}
p_{\sigma}(\alpha)=a^{\alpha}, \quad p_{\varepsilon}(\alpha)=b^{\alpha}, \quad a, b>0 \tag{8.23}
\end{equation*}
$$

It is found in [5] that rheological model (8.22) with weight functions (8.23) is thermodynamically compatible under the constraint

$$
\begin{equation*}
a<b \tag{8.24}
\end{equation*}
$$

Next we study the distributed-order fractional Zener model in the cases of discrete distribution (8.20) and continuous distribution with power-law weight functions (8.22)-(8.23). We prove the complete monotonicity of the relaxation moduli provided the thermodynamic restrictions on the parameters (8.21) and (8.24), respectively, are satisfied. We discuss the asymptotic behaviour of the relaxation moduli. In addition, we show that for model (8.20) with $N \leq 2$ and for the power type model (8.22)-(8.23) conditions (8.21), resp. (8.24), are also necessary for physical acceptability. In the course of the proof of complete monotonicity we derive integral representations for the relaxation moduli.

## Relaxation modulus in the case of discrete distribution

Applying Laplace transform to constitutive law (8.20) we obtain by the use of (1.19):

$$
\sum_{n=0}^{N} a_{n} s^{\alpha_{n}} \widehat{\sigma}(x, s)=\sum_{n=0}^{N} b_{n} s^{\alpha_{n}} \widehat{\varepsilon}(x, s) .
$$

Comparing this result to (8.11), the following representation in Laplace domain for the relaxation modulus is deduced

$$
\begin{equation*}
\widehat{G}(s)=\frac{\sum_{n=0}^{N} b_{n} s^{\alpha_{n}}}{s\left(\sum_{n=0}^{N} a_{n} s^{\alpha_{n}}\right)} . \tag{8.25}
\end{equation*}
$$

Let us first discuss the small- and large-time behaviour of this function. Initial and final value theorems for Laplace transform yield

$$
\begin{align*}
\lim _{t \rightarrow 0} G(t) & =\lim _{s \rightarrow+\infty} s \widehat{G}(s)=\lim _{s \rightarrow+\infty} \frac{\sum_{n=0}^{N} b_{n} s^{\alpha_{n}}}{\sum_{n=0}^{N} a_{n} s^{\alpha_{n}}}=\frac{b_{N}}{a_{N}},  \tag{8.26}\\
\lim _{t \rightarrow+\infty} G(t) & =\lim _{s \rightarrow+0} s \widehat{G}(s)=\frac{b_{0}}{a_{0}} .
\end{align*}
$$

As expected, the initial value is greater than the final value, due to (8.21). Since $G(t)$ has a finite value at $t=0$, waves in a viscoelastic medium with constitutive model (8.20) propagate with finite speed $c=\sqrt{G(0)}=\sqrt{b_{N} / a_{N}}$. The second limit in (8.26) shows that there is no full relaxation $(G(+\infty)>0)$. This means that the constitutive equation indeed models solid-like behaviour.

More precise asymptotic expressions for the relaxation modulus follow by taking into account the dominant terms in (8.25). For small $s$, neglecting all
$s^{\alpha}$ with $\alpha>\alpha_{1}$ in (8.25), we deduce using the expansion $(1+z)^{-1} \sim 1-z$ for $z \rightarrow 0$,

$$
\widehat{G}(s) \sim \frac{b_{0} s^{\alpha_{0}}+b_{1} s^{\alpha_{1}}}{s\left(a_{0} s^{\alpha_{0}}+a_{1} s^{\alpha_{1}}\right)} \sim \frac{b_{0}}{a_{0} s}+\frac{b_{0}}{a_{0}}\left(\frac{b_{1}}{b_{0}}-\frac{a_{1}}{a_{0}}\right) s^{\alpha_{1}-\alpha_{0}-1}, \quad s \rightarrow 0
$$

This implies by the use of (1.4) the following large-time asymptotic expression for the relaxation modulus

$$
\begin{equation*}
G(t) \sim \frac{b_{0}}{a_{0}}+\frac{b_{0}}{a_{0}}\left(\frac{b_{1}}{b_{0}}-\frac{a_{1}}{a_{0}}\right) \frac{t^{\alpha_{0}-\alpha_{1}}}{\Gamma\left(1+\alpha_{0}-\alpha_{1}\right)}, \quad t \rightarrow+\infty . \tag{8.27}
\end{equation*}
$$

Note that the second term in the expansion (8.27) is positive due to constraints (8.21). On the other hand, for large $s$, neglecting $s^{\alpha}$ for all $\alpha<\alpha_{N-1}$ in (8.25), we obtain in a similar way

$$
\begin{aligned}
\widehat{G}(s) & \sim \frac{b_{N-1} s^{\alpha_{N-1}}+b_{N} s^{\alpha_{N}}}{s\left(a_{N-1} s^{\alpha_{N-1}}+a_{N} s^{\alpha_{N}}\right)} \\
& \sim \frac{b_{N}}{a_{N} s}+\frac{b_{N}}{a_{N}}\left(\frac{b_{N-1}}{b_{N}}-\frac{a_{N-1}}{a_{N}}\right) s^{\alpha_{N-1}-\alpha_{N}-1}, \quad s \rightarrow+\infty
\end{aligned}
$$

which implies by the use of (1.4) the following small-time asymptotic expansion for the relaxation modulus

$$
\begin{equation*}
G(t) \sim \frac{b_{N}}{a_{N}}+\frac{b_{N}}{a_{N}}\left(\frac{b_{N-1}}{b_{N}}-\frac{a_{N-1}}{a_{N}}\right) \frac{t^{\alpha_{N}-\alpha_{N-1}}}{\Gamma\left(1+\alpha_{N}-\alpha_{N-1}\right)}, \quad t \rightarrow 0 . \tag{8.28}
\end{equation*}
$$

Let us note that the second term in the expansion (8.28) has a negative sign due to the thermodynamic restrictions (8.21).

The behaviour of $G^{\prime}(t)$ for small times indicates whether there is a jump discontinuity at the wave front: such a discontinuity appears when $G^{\prime}(0)$ is finite, see (8.9). In our case

$$
\begin{aligned}
\lim _{t \rightarrow+0} G^{\prime}(t) & =\lim _{s \rightarrow+\infty} s \mathcal{L}\left\{G^{\prime}(t)\right\}(s)=\lim _{s \rightarrow+\infty} s(s \widehat{G}(s)-G(0)) \\
& =\lim _{s \rightarrow+\infty} s\left(\frac{\sum_{n=0}^{N} b_{n} s^{\alpha_{n}}}{\sum_{n=0}^{N} a_{n} s^{\alpha_{n}}}-\frac{b_{N}}{a_{N}}\right)=-\infty,
\end{aligned}
$$

because the dominant term in the expression (up to positive multiplicative constant) is ( $\left.a_{N} b_{N-1}-b_{N} a_{N-1}\right) s^{1+\alpha_{N-1}-\alpha_{N}}$ and taking into account (8.21). Therefore, waves in this medium propagate with finite wave speed, and the wave front is smooth.

Consider the particular case of (8.20) with $N=2$ and $\alpha_{0}=0, a_{0}=b_{0}=1$ :

$$
\begin{equation*}
\left(1+a_{1} D_{t}^{\alpha_{1}}+a_{2} D_{t}^{\alpha_{2}}\right) \sigma(x, t)=\left(1+b_{1} D_{t}^{\alpha_{1}}+b_{2} D_{t}^{\alpha_{2}}\right) \varepsilon(x, t) . \tag{8.29}
\end{equation*}
$$

We prove next that in this simpler case of constitutive equation thermodynamic constraints (8.21) are also necessary for physical admissibility of the model. Assume that (8.29) is thermodynamically compatible, that is,

$$
\begin{equation*}
G(t) \geq 0 \text { and } G^{\prime}(t) \leq 0 \quad \text { for all } t>0 \tag{8.30}
\end{equation*}
$$

We will prove that

$$
\begin{equation*}
1 \geq a_{1} / b_{1} \geq a_{2} / b_{2} \tag{8.31}
\end{equation*}
$$

First, condition $G^{\prime}(t) \leq 0$ for all $t>0$, implies $\mathcal{L}\left\{G^{\prime}(t)\right\}(s) \leq 0$ for all $s>0$. Since

$$
\begin{aligned}
\mathcal{L}\left\{G^{\prime}(t)\right\}(s) & =s \widehat{G}(s)-G(0)=\frac{1+b_{1} s^{\alpha_{1}}+b_{2} s^{\alpha_{2}}}{1+a_{1} s^{\alpha_{1}}+a_{2} s^{\alpha_{2}}}-\frac{b_{2}}{a_{2}} \\
& =\frac{\left(a_{2}-b_{2}\right)+\left(a_{2} b_{1}-b_{2} a_{1}\right) s^{\alpha_{1}}}{a_{2}\left(1+a_{1} s^{\alpha_{1}}+a_{2} s^{\alpha_{2}}\right)}
\end{aligned}
$$

and it should be non-positive for small as well for large $s$, then $a_{2}-b_{2} \leq 0$ and $a_{2} b_{1}-b_{2} a_{1} \leq 0$, i.e. $a_{1} / b_{1} \geq a_{2} / b_{2}$. To prove that $b_{1} \geq a_{1}$ we use the asymptotic expansion (8.27) for large $t$, which in this particular case implies

$$
G(t) \sim 1+\left(b_{1}-a_{1}\right) \frac{t^{-\alpha_{1}}}{\Gamma\left(1-\alpha_{1}\right)}, \quad t \rightarrow+\infty
$$

and take into account that $G(t) \geq 1$ for any $t>0$ (since $G(+\infty)=1$ and $G(t)$ is non-increasing). In this way we deduced the thermodynamic constraints (8.31) from the conditions (8.30).

It remains to prove the main result in this subsection: the complete monotonicity of the relaxation modulus.

Theorem 8.2. Assume that constraints (8.21) are satisfied. Then the relaxation modulus $G(t)$ of the constitutive equation (8.20) is completely monotone.

Proof. We will prove that the relaxation modulus $G(t)$ is a completely monotone function by establishing the following integral representation:

$$
\begin{equation*}
G(t)=\frac{b_{0}}{a_{0}}+\int_{0}^{\infty} e^{-r t} K(r) d r \tag{8.32}
\end{equation*}
$$

where the function $K(r) \geq 0$.
To establish (8.32) we apply the inverse Laplace integral in (8.25) and obtain

$$
\begin{equation*}
G(t)=\frac{1}{2 \pi \mathrm{i}} \int_{\gamma-\mathrm{i} \infty}^{\gamma+\mathrm{i} \infty} e^{s t} \frac{\sum_{n=0}^{N} b_{n} s^{\alpha_{n}}}{s\left(\sum_{n=0}^{N} a_{n} s^{\alpha_{n}}\right)} d s \tag{8.33}
\end{equation*}
$$

where $\gamma>0$. For the multivalued complex function $s^{\alpha}$ we take the principal branch. The function under the integral sign in (8.33) has no poles in the complex plane cut along the negative real axis, since $\Im\left\{\sum_{n=0}^{N} a_{n} s^{\alpha_{n}}\right\} \neq 0$ for $s \in \mathbb{C} \backslash(-\infty, 0]$. This is due to the fact that for $a_{n}>0$ and $\alpha_{n} \in(0,1)$ the imaginary part of any term in this sum $\left(a_{n} \sin \left(\alpha_{n} \arg s\right)\right)$ has the same sign. Let us bend the contour in (8.33) into the Hankel path $H a(\rho)$, which starts from $-\infty$ along the lower side of the negative real axis, encircles the disc $|s|=\rho$ counterclockwise and ends at $-\infty$ along the upper side of the negative real axis. The integral on the circular contour $|s|=\rho$ equals $b_{0} / a_{0}$ when $\rho \rightarrow 0$. This can be obtained by direct check, taking into account that

$$
\lim _{s \rightarrow 0} s \frac{\sum_{n=0}^{N} b_{n} s^{\alpha_{n}}}{s\left(\sum_{n=0}^{N} a_{n} s^{\alpha_{n}}\right)}=\frac{b_{0}}{a_{0}} .
$$

The sum of the integrals along the lower and the upper sides of the negative real axis yields the integral in (8.32) where

$$
K(r)=-\frac{1}{\pi} \Im\left\{\left.\frac{\sum_{n=0}^{N} b_{n} s^{\alpha_{n}}}{s\left(\sum_{n=0}^{N} a_{n} s^{\alpha_{n}}\right)}\right|_{s=r e^{i \pi}}\right\}
$$

which implies

$$
\begin{equation*}
K(r)=\frac{1}{\pi r} \frac{\sum_{0 \leq i<j \leq N}\left(a_{i} b_{j}-a_{j} b_{i}\right) r^{\alpha_{i}+\alpha_{j}} \sin \left(\alpha_{j}-\alpha_{i}\right) \pi}{\left(\sum_{n=0}^{N} a_{n} r^{\alpha_{n}} \cos \alpha_{n} \pi\right)^{2}+\left(\sum_{n=0}^{N} a_{n} r^{\alpha_{n}} \sin \alpha_{n} \pi\right)^{2}} . \tag{8.34}
\end{equation*}
$$

Thermodynamic constraints (8.21) imply that all terms in the sum in the numerator in (8.34) are non-negative. Therefore, $K(r) \geq 0$, and representation (8.32) implies that the function $G(t)$ is completely monotone (by applying the Bernstein theorem or by direct check).

An alternative way to prove the complete monotonicity property of the relaxation modulus is directly from the properties of $\widehat{G}(s)$ by applying property (P6) in Proposition 2.1. For this we will need to prove that $\widehat{G}(s) \in \mathcal{S} \mathcal{F}$ for $s>0$. An advantage of Theorem 8.2 is that it also provides an integral representation for $G(t)$.

On the other hand, Theorem 8.2 implies by the use of property (P6) in Proposition 2.1 that under the conditions (8.21) the function $\widehat{G}(s)$ defined in (8.25) is a Stieltjes function.

## Relaxation modulus of the power type distributed order model

Consider the distributed order constitutive equation (8.22) with weight functions defined in (8.23). Applying Laplace transform to the constitutive equation and comparing the result to (8.11) results in the following representation in Laplace domain

$$
\begin{equation*}
\widehat{G}(s)=\frac{\int_{0}^{1}(b s)^{\alpha} d \alpha}{s \int_{0}^{1}(a s)^{\alpha} d \alpha}=\frac{(b s-1) \ln a s}{s(a s-1) \ln b s} \tag{8.35}
\end{equation*}
$$

where the integration is performed taking into account that $z^{\alpha}=e^{\alpha \ln z}$. The initial and final value theorems for Laplace transform pairs imply

$$
\begin{aligned}
\lim _{t \rightarrow+0} G(t) & =\lim _{s \rightarrow+\infty} s \widehat{G}(s)=\lim _{s \rightarrow+\infty} \frac{(b s-1) \ln a s}{(a s-1) \ln b s}=\frac{b}{a} \\
\lim _{t \rightarrow+\infty} G(t) & =\lim _{s \rightarrow+0} s \widehat{G}(s)=1
\end{aligned}
$$

First, from the two limits we see that constraint (8.24), i.e. $b>a$, is not only sufficient, but also a necessary condition for physical acceptability of this model, taking into account that in a physically meaningful model $G(t)$ is monotonically decreasing function, i.e. $G(0)>G(+\infty)$. Moreover, the two limits show again that this is a model for solid-like behaviour and the propagation speed of a disturbance is finite $c=\sqrt{b / a}$. In addition,

$$
\begin{aligned}
\lim _{t \rightarrow+0} G^{\prime}(t) & =\lim _{s \rightarrow+\infty} s \mathcal{L}\left\{G^{\prime}(t)\right\}(s)=\lim _{s \rightarrow+\infty} s(s \widehat{G}(s)-G(0)) \\
& =\lim _{s \rightarrow+\infty} \frac{b s^{2}(\ln a-\ln b)}{(a s-1) \ln b s}=-\infty,
\end{aligned}
$$

since $\ln a<\ln b$. This implies again that also in this medium there is no discontinuity at the wave front, see (8.9).

More precise asymptotic expansion of the relaxation modulus for $t \rightarrow+\infty$ can be obtained by the use of the Karamata-Feller Tauberian theorem, see Theorem 1.2. Taking $f(s)=(\ln a+\ln s) /(s(\ln b+\ln s))$ and the slowly varying function $L(x)=(\ln a-\ln x) /(\ln b-\ln x)$ we deduce

$$
\begin{equation*}
G(t) \sim 1-\frac{\ln b-\ln a}{\ln b-\ln t}-\frac{\ln b-\ln a}{(\ln b-\ln t)^{2}} \sim 1+\frac{\ln (b / a)}{\ln t} \quad \text { as } t \rightarrow \infty \tag{8.36}
\end{equation*}
$$

i.e. the relaxation modulus exhibits a very slow logarithmic decay to its final value.

Theorem 8.3. If $a<b$ then the relaxation modulus $G(t)$ defined in (8.35) is completely monotone.
Proof. To prove that the relaxation modulus $G(t)$ is a completely monotone function we apply the same technique as in the proof of Theorem 8.2. We will find representation of the form

$$
\begin{equation*}
G(t)=1+\int_{0}^{\infty} e^{-r t} K(r) d r \tag{8.37}
\end{equation*}
$$

with appropriate function $K(r)$, such that $K(r) \geq 0$. Taking the inverse Laplace integral in (8.35) we obtain

$$
\begin{equation*}
G(t)=\frac{1}{2 \pi \mathrm{i}} \int_{\gamma-\mathrm{i} \infty}^{\gamma+\mathrm{i} \infty} e^{s t} \frac{(b s-1) \ln (a s)}{s(a s-1) \ln (b s)} d s \tag{8.38}
\end{equation*}
$$

where $\gamma>0$. For the multivalued complex logarithmic function we take the principal branch. The function under the integral sign in (8.33) has no poles in the complex plane cut along the negative real axis. This is implied by the fact that the imaginary part of the denominator, $\Im\left\{\int_{0}^{1}(a s)^{\alpha} d \alpha\right\} \neq 0$ for $s \in \mathbb{C} \backslash(-\infty, 0]$ (since $a>0, \alpha \in(0,1)$ ). Let us also note that the integrand in (8.35) has finite limits when $s \rightarrow 1 / a$ and $s \rightarrow 1 / b$. Bending the contour $B r$ into the Hankel path $H a(\rho)$, we obtain for the integral on the circle $|s|=\rho$ when taking $\rho \rightarrow 0$

$$
\lim _{s \rightarrow 0} s \frac{(b s-1) \ln (a s)}{s(a s-1) \ln (b s)}=1
$$

The sum of the two complex integrals along the lower and the upper sides of the negative real axis gives the real integral in (8.37) with

$$
\begin{equation*}
K(r)=-\frac{1}{\pi} \Im\left\{\left.\frac{(b s-1) \ln (a s)}{s(a s-1) \ln (b s)}\right|_{s=r e^{i \pi}}\right\}=\frac{(b r+1)(\ln b-\ln a)}{r(a r+1)\left(\ln ^{2}(b r)+\pi^{2}\right)} \tag{8.39}
\end{equation*}
$$

Representation (8.39) implies $K(r) \geq 0$ when the thermodynamic constraint $a<b$ is satisfied. Therefore, under this condition, $G(t)$ is a completely monotone function.

Compared to other methods of proof of complete monotonicity of the relaxation modulus, an advantage of Theorem 8.3 is that at the same time it provides an integral representation for $G(t)$.

Theorem 8.3 and property (P6) in Proposition 2.1 also imply that if $a<b$ then the function $\widehat{G}(s)$ defined in (8.35) is a Stieltjes function.

### 8.2.4 Binomial Mittag-Leffler type relaxation

Next we propose a constitutive model with relaxation modulus in the form of a binomial Mittag-Leffler type function, which appears to generalize known relaxation laws.

Let $0<\alpha_{0}<\alpha \leq 1,0<\delta \leq 1$, and $\lambda, \lambda_{0}>0$, and $0<C<\lambda^{\delta}$. Consider the relaxation modulus

$$
\begin{equation*}
G(t)=1-C t^{\alpha \delta} E_{\left(\alpha, \alpha_{0}\right), \alpha \delta+1}^{\delta}\left(-\lambda t^{\alpha},-\lambda_{0} t^{\alpha_{0}}\right), \tag{8.40}
\end{equation*}
$$

where $E_{\left(\alpha, \alpha_{0}\right), \alpha \delta+1}^{\delta}$ is the binomial Prabhakar function, see (6.1). The relaxation function (8.40) is completely monotone, which follows from Theorem 6.4.

The asymptotic expansions of $G(t)$ for $t \rightarrow 0$ and $t \rightarrow+\infty$ are obtained from (8.40) by applying (6.5) and (6.16), respectively:

$$
\begin{aligned}
G(t) & \sim 1-C \frac{t^{\alpha \delta}}{\Gamma(\alpha \delta+1)}+C \delta \lambda_{0} \frac{t^{\alpha \delta+\alpha_{0}}}{\Gamma\left(\alpha \delta+\alpha_{0}+1\right)}, \quad t \rightarrow 0 \\
G(t) & \sim 1-\frac{C}{\lambda^{\delta}}+C \delta \lambda^{-\delta-1} \lambda_{0} \frac{t^{-\alpha+\alpha_{0}-1}}{\Gamma\left(-\alpha+\alpha_{0}\right)}, \quad t \rightarrow+\infty
\end{aligned}
$$

In particular, $G(0)=1, G(+\infty)=1-C / \lambda^{\delta}$, i.e. the function $G(t)$ is monotonically decreasing in $(0,+\infty)$ from $G(0)=1$ to $G(+\infty) \in(0,1)$. Therefore, this is a model for solid-like behaviour.

Applying (6.6) we obtain the Laplace transform of the relaxation modulus

$$
\begin{equation*}
\widehat{G}(s)=\frac{1}{s}\left(1-\frac{d}{\left(a s^{\alpha}+a_{1} s^{\alpha-\alpha_{0}}+1\right)^{\delta}}\right), \tag{8.41}
\end{equation*}
$$

where $a=\lambda^{-1}, a_{1}=\lambda_{0} \lambda^{-1}$, and $d=C / \lambda^{\delta}<1$. From (8.41) we recognize some known viscoelastic models as particular cases. For instance, if $\delta=1$ then (8.41)
is a particular case of the two-term fractional Zener model (8.29). For $\lambda_{0}=0$ $\left(a_{1}=0\right)$ we recognize from (8.41) the Havriliak-Negami relaxation model (see e.g. [53]). For $\delta=1$ and $\lambda_{0}=0$ the fractional Zener relaxation modulus (8.19) (up to a multiplicative constant) is recovered from (8.40):

$$
G(t)=1-C t^{\alpha} E_{\alpha, \alpha+1}\left(-\lambda t^{\alpha}\right)=\left(1-\frac{C}{\lambda}\right)+\frac{C}{\lambda} E_{\alpha}\left(-\lambda t^{\alpha}\right) .
$$

For the viscoelastic model with relaxation modulus (8.40) the propagation speed of a disturbance is finite, $c=1$. The model with $\delta=1, \alpha=1$ and $\alpha_{0}<1$ provides a (nonclassical) example, for which there is a jump discontinuity at the wave front, since in this case $\eta=C / 2<\infty$, where $\eta$ is defined in (8.8). Except this special case, in all other cases the wave front is smooth.

### 8.2.5 Fractional Jeffreys' model

The fractional Jeffreys' constitutive equation

$$
\begin{equation*}
\left(1+a D_{t}^{\alpha}\right) \sigma(x, t)=\left(1+b D_{t}^{\beta}\right) \dot{\varepsilon}(x, t) \tag{8.42}
\end{equation*}
$$

where $a, b>0$ and $0<\alpha, \beta \leq 1$, is introduced in the experimental work [102] as a model for viscoelastic fluid-like behaviour.

In the next theorem we formulate conditions, which are necessary and sufficient for thermodynamic compatibility of model (8.42). In particular, we derive the following thermodynamic restrictions on the parameters

$$
\begin{equation*}
\alpha=\beta \text { and } a \geq b \tag{8.43}
\end{equation*}
$$

from the monotonicity properties of the relaxation function.
Theorem 8.4. Assume $\alpha, \beta \in(0,1), a, b>0, t>0$. The following assertions are equivalent:
(a) $\alpha=\beta$ and $a \geq b$;
(b) $G(t)$ is non-negative;
(c) $G(t)$ is non-increasing;
(d) $G(t) \in \mathcal{C} \mathcal{M} \mathcal{F}_{0}$.

If any of the above conditions is satisfied then $G(t)$ admits the representation

$$
\begin{equation*}
G(t)=\mu \delta(t)+(1-\mu) \frac{t^{\alpha-1}}{a} E_{\alpha, \alpha}\left(-t^{\alpha} / a\right), \mu=b / a \tag{8.44}
\end{equation*}
$$

where $\delta(t)$ is the Dirac delta function.

Proof. Applying Laplace transform to (8.42) we obtain by the use of (1.19) and (8.11) the following identity for the relaxation function of the fractional Jeffreys' model

$$
\begin{equation*}
\widehat{G}(s)=\frac{1+b s^{\beta}}{1+a s^{\alpha}} . \tag{8.45}
\end{equation*}
$$

Taking inverse Laplace transform in (8.45) the following explicit expression for $G(t)$ is derived by the use of (1.27):

$$
\begin{equation*}
G(t)=\frac{1}{a} t^{\alpha-1} E_{\alpha, \alpha}\left(-\frac{1}{a} t^{\alpha}\right)+\frac{b}{a} t^{\alpha-\beta-1} E_{\alpha, \alpha-\beta}\left(-\frac{1}{a} t^{\alpha}\right) . \tag{8.46}
\end{equation*}
$$

We will prove that (a) is equivalent to any of the conditions (b)-(d).
First we prove that any of conditions (b) and (c) implies $\alpha=\beta$. Indeed, if we assume that $\alpha<\beta$, then taking the first terms of the expansions of the Mittag-Leffler functions in (8.46) we obtain

$$
\begin{equation*}
G(t) \sim \frac{b}{a} \frac{t^{\alpha-\beta-1}}{\Gamma(\alpha-\beta)}, t \rightarrow 0 . \tag{8.47}
\end{equation*}
$$

Since in this case $-1<\alpha-\beta<0$ and thus $\Gamma(\alpha-\beta)<0$ it follows from (8.47) that any of conditions (b) and (c) is violated. On the other hand, if we suppose $\alpha>\beta$ then the asymptotic expansion of the Mittag-Leffler function (1.22) implies

$$
G(t) \sim b \frac{t^{-\beta-1}}{\Gamma(-\beta)}, t \rightarrow+\infty
$$

which indicates violation of conditions (c) and (d) for large $t$. Therefore $\alpha=\beta$.
To prove that $a \geq b$ we deduce representation (8.44) first. To this end we take $\alpha=\beta$ in (8.45) and obtain

$$
\begin{equation*}
\widehat{G}(s)=\frac{1+b s^{\alpha}}{1+a s^{\alpha}}=\frac{b}{a}+\frac{1}{a}\left(1-\frac{b}{a}\right) \frac{1}{s^{\alpha}+1 / a} . \tag{8.48}
\end{equation*}
$$

Applying inverse Laplace transform to (8.48) and using the identities (1.27) we deduce representation (8.44). Further, since $t^{\alpha-1} E_{\alpha, \alpha}\left(-t^{\alpha} / a\right)$ is completely monotone for $t>0$ (see (1.26)), representation (8.44) shows that any of (b) and (c) implies $a \geq b$. In this way we finished the nontrivial part of the proof: that any of the conditions (b) and (c) implies (a). In addition, representation (8.44) shows that (a) implies (d). To finish the proof, we note that (d) implies both (b) and (c) by definition.

Representation (8.44) and the asymptotic expansion (1.33) give

$$
G(t)=O\left(t^{-\alpha-1}\right), \quad t \rightarrow+\infty,
$$

i.e. $\lim _{t \rightarrow+\infty} G(t)=0$ and $G(t)$ is integrable on $(0, \infty)$. In fact

$$
\int_{0}^{\infty} G(t) d t=1
$$

which follows from (8.44) by applying the identity (1.25).
This behavior of the relaxation modulus confirms that the fractional Jeffreys' constitutive equation indeed models fluid-like behavior.

Let us note that, in general, thermodynamic compatibility of a constitutive equation does not necessarily imply complete monotonicity of the relaxation modulus.

### 8.3 Unidirectional flows of fractional Jeffreys' fluids

This section is devoted to a detailed study of evolution equations with the fractional Jeffreys' constitutive model.

### 8.3.1 Stokes' first problem

Consider a plane Couette flow of an incompressible viscoelastic fluid with the thermodynamically compatible fractional Jeffreys' constitutive equation

$$
\begin{equation*}
\left(1+a D_{t}^{\alpha}\right) \sigma(x, t)=\left(1+b D_{t}^{\alpha}\right) \dot{\varepsilon}(x, t), \quad 0<\alpha<1, \quad a \geq b>0 \tag{8.49}
\end{equation*}
$$

Assume the fluid fills a half-space $x>0$ and is set into motion by a sudden movement of the bounding plane $x=0$. Denote by $u(x, t)$ the induced velocity field. Noting that $\dot{\varepsilon}=\partial u / \partial x$ and eliminating $\sigma$ between Eq. (8.49) and Cauchy's first law $\partial u / \partial t=\partial \sigma / \partial x$ we obtain the following problem

$$
\begin{align*}
& \left(1+a D_{t}^{\alpha}\right) \frac{\partial}{\partial t} u(x, t)=\left(1+b D_{t}^{\alpha}\right) \frac{\partial^{2}}{\partial x^{2}} u(x, t), \quad x, t>0  \tag{8.50}\\
& u(x, 0)=0, \lim _{t \rightarrow 0^{+}} \frac{\partial}{\partial t} u(x, t)=0, \quad x>0  \tag{8.51}\\
& u(0, t)=\Theta(t), \quad u \rightarrow 0 \text { as } x \rightarrow \infty, \quad t>0 \tag{8.52}
\end{align*}
$$

where $\Theta(t)$ is the Heaviside unit step function.
Problem (8.50)-(8.51)-(8.52) is referred to as Stokes' first problem. Let us note that the solution to this problem is exactly the propagation function, considered in Section 7.2.1.

By applying Laplace transform with respect to the temporal variable in (8.50) and (8.52) and using (8.51) we obtain for the Laplace transform of $u(x, t)$ with respect to $t$

$$
\begin{equation*}
\widehat{u}(x, s)=\frac{1}{s} \exp (-x \sqrt{g(s)}), \tag{8.53}
\end{equation*}
$$

where

$$
\begin{equation*}
g(s)=\frac{s\left(1+a s^{\alpha}\right)}{1+b s^{\alpha}} \tag{8.54}
\end{equation*}
$$

Let us note that equations with the same characteristic function (8.54) are studied in Chapter 4 in the context of fractional Jeffreys' heat conduction equation. Therefore, we can use here some results already obtained in Chapter 4.

To find explicit integral expression for the solution $u(x, t)$ we apply Bromwich integral inversion formula to (8.53):

$$
u(x, t)=\frac{1}{2 \pi \mathrm{i}} \int_{\gamma-\mathrm{i} \infty}^{\gamma+\mathrm{i} \infty} \frac{1}{s} \exp (s t-x \sqrt{g(s)}) d s, \quad \gamma>0 .
$$

By the Cauchy's theorem, the integration on the Bromwich path can be replaced by integration on the contour $D \cup D_{0}$, where

$$
D=\{s=\mathrm{i} r, r \in(-\infty,-\varepsilon) \cup(\varepsilon, \infty)\}, D_{0}=\left\{s=\varepsilon e^{\mathrm{i} \theta}, \theta \in[-\pi / 2, \pi / 2]\right\} .
$$

This is possible since the integrals on the contours $\{s=\sigma \pm \mathrm{i} R, \sigma \in(0, \gamma)\}$ vanish for $R \rightarrow \infty$ due to the following asymptotic expression

$$
\Re \sqrt{g(s)} \sim \sqrt{\frac{a}{b}|s|} \cos \frac{\arg s}{2} \sim\left(\frac{a}{b}\left(\sigma^{2}+R^{2}\right)^{1 / 2}\right)^{1 / 2} \cos ( \pm \pi / 4), \quad R \rightarrow \infty
$$

Further, since

$$
\lim _{s \rightarrow 0} s\left(\frac{1}{s} \exp (s t-x \sqrt{g(s)})\right)=1
$$

it follows that the integral on the semi-circular contour $D_{0}$ equals $1 / 2$. Integration on the contour $D$ yields after letting $\varepsilon \rightarrow 0$ and $R \rightarrow \infty$ :

$$
\frac{1}{2 \pi \mathrm{i}} \int_{D} \frac{1}{s} \exp (s t-x \sqrt{g(s)}) d s=\frac{1}{\pi} \int_{0}^{\infty} \Im \exp (\mathrm{i} r t-x \sqrt{g(\mathrm{i} r)}) \frac{d r}{r}
$$

Applying the formula (4.17) for the real and imaginary parts of the square root of a complex number we obtain after some standard manipulations the following result.

Theorem 8.5. The solution of the Stokes' first problem (8.50)-(8.51)-(8.52) admits the integral representation:

$$
\begin{equation*}
u(x, t)=\frac{1}{2}+\frac{1}{\pi} \int_{0}^{\infty} \exp \left(-x K^{-}(r)\right) \sin \left(r t-x K^{+}(r)\right) \frac{d r}{r}, \quad x, t>0 \tag{8.55}
\end{equation*}
$$

where the functions $K^{ \pm}(r)$ are defined in (4.19).
According to Proposition 4.1, the function $\sqrt{g(s)}$ is a complete Bernstein function, where $g(s)$ is defined by (8.54). This implies the following

Theorem 8.6. The solution of the Stokes' first problem (8.50)-(8.51)-(8.52) satisfies

$$
\begin{equation*}
u(x, t) \geq 0, \quad \frac{\partial}{\partial x} u(x, t) \leq 0, \quad \frac{\partial}{\partial t} u(x, t) \geq 0 \quad x, t>0 \tag{8.56}
\end{equation*}
$$

The proof is the same as that of Theorem 7.1.
In fact, for $0<\alpha<1$, all inequalities in Theorem 8.6 are strict. To prove this we will show that $u(x, t)$ considered as a function of $t$ admits an analytic extension to some sector in the complex plane by applying Theorem 1.3. Set $\gamma=\frac{\alpha+1}{2}<1$. Let $s \in \mathbb{C}$ is such that $|\arg s|<\pi / 2+\theta, 0<\theta<\theta_{0}$, where $\theta_{0}=(1 / \gamma-1) \pi / 2-\varepsilon_{0}$. Then, by the use of (4.10)

$$
|\arg \sqrt{g(s)}| \leq \frac{\alpha+1}{2}|\arg s| \leq \pi / 2-\gamma \varepsilon_{0} .
$$

Taking into account (8.53) we obtain

$$
|s \widehat{u}(x, s)| \leq \exp \left(-x|g(s)|^{1 / 2} \sin \left(\gamma \varepsilon_{0}\right)\right) \leq 1
$$

Therefore, the conditions of Theorem 1.3 are satisfied and $u(x, t)$ is analytic function in $t$ in the sector $\Sigma\left(\theta_{0}\right)$. Analyticity and monotonicity of the function $u(x, t)$ imply that $u \neq 0$.

Theorem 8.6 implies that the solution to the Stokes' first problem has a physically acceptable behavior (positive, decreasing in $x$, and increasing in $t$ ), see Figure 8.1. The figure is from [16], where for the numerical computation formula (8.55) is used.


Figure 8.1: Solution (8.55) of Stokes' first problem as a function of $x$ for different values of $t$, compared to the numerical solution by finite difference method (circles).

### 8.3.2 Subordination relation

Consider the abstract Cauchy problem

$$
\begin{align*}
& \left(1+a D_{t}^{\alpha}\right) u^{\prime}(t)=\left(1+b D_{t}^{\beta}\right) A u(t)+\left(1+a D_{t}^{\alpha}\right) f(t), \quad t>0,  \tag{8.57}\\
& u(0)=u^{\prime}(0)=0, \tag{8.58}
\end{align*}
$$

where $A$ is a linear operator densely defined in a suitably chosen Banach space $X$ and $f$ is a continuous $X$-valued function, $f \in C\left(\mathbb{R}_{+} ; X\right)$. Problems for the velocity distribution $u$ of a unidirectional flow of fractional Jeffreys' fluid usually can be written in abstract form as (8.57)-(8.58), where $A$ is a one- or two-dimensional realization of the Laplace operator, or a more general elliptic operator, see e.g. [109].

We study the general problem (8.57)-(8.58) assuming that $A$ is a generator of a bounded strongly continuous cosine family. We consider only thermodynamically compatible models, i.e. in equation (8.57) we assume

$$
0<\alpha=\beta \leq 1, \quad a>b>0
$$

which implies that the properties listed in Theorem 8.4 are satisfied.
Applying Laplace transform to (8.57) we deduce by the use of (1.19) and (8.58)

$$
\left(1+a s^{\alpha}\right) s \widehat{u}(s)=\left(1+b s^{\alpha}\right) A \widehat{u}(s)+\left(1+a s^{\alpha}\right) \widehat{f}(s)
$$

and hence

$$
\widehat{u}(s)=\frac{g(s)}{s}(g(s)-A)^{-1} \widehat{f}(s),
$$

where $g(s)$ is defined in (8.54). Therefore, taking into account (2.13), the solution of (8.57)-(8.58) is given by

$$
\begin{equation*}
u(t)=\int_{0}^{t} S(t-\tau) f(\tau) d \tau \tag{8.59}
\end{equation*}
$$

where $S(t)$ is the solution operator of the abstract Cauchy problem for the homogeneous equation

$$
\begin{align*}
& \left(1+a D_{t}^{\alpha}\right) u^{\prime}(t)=\left(1+b D_{t}^{\alpha}\right) A u(t), \quad t>0,  \tag{8.60}\\
& u(0)=v \in X, u^{\prime}(0)=0 \tag{8.61}
\end{align*}
$$

It is equivalent to the abstract Volterra equation $u(t)=v+\int_{0}^{t} k(t-\tau) A u(\tau) d \tau$ with characteristic function $g(s)=(\widehat{k}(s))^{-1}$ defined by (8.54). The kernel $k(t)$ admits the explicit representation

$$
k(t)=\int_{0}^{t} G(\tau) d \tau=1-(1-b / a) E_{\alpha}\left(-t^{\alpha} / a\right)
$$

where we have used (8.44) and (1.25). Since $G(t) \in \mathcal{C} \mathcal{M} \mathcal{F}_{0}$ (see Theorem 8.4), we can apply subordination Theorem 8.1. The subordination kernel is proportional to the fundamental solution of the corresponding one-dimensional Cauchy problem (see their Laplace transforms (8.6) and (4.16)). Therefore, explicit representation of the subordination kernel can be found in Theorem 4.5. In this way we establish the following subordination result.
Theorem 8.7. Let $a \geq b>0$ and $0<\alpha \leq 1$. Assume $A$ is a generator of a bounded cosine family $S_{2}(t)$ in $X$. Then problem (8.60)-(8.61) admits a bounded solution operator $S(t)$. It is related to $S_{2}(t)$ by the identity

$$
\begin{equation*}
S(t)=\int_{0}^{\infty} \varphi(t, \tau) S_{2}(\tau) d \tau, \quad t>0 \tag{8.62}
\end{equation*}
$$

where the function $\varphi(t, \tau)$ is a PDF in $\tau$ (i.e. conditions (2.26) hold) and admits the integral representation

$$
\begin{align*}
\varphi(t, \tau) & =\frac{1}{\pi} \int_{0}^{\infty} \exp \left(-\tau K^{-}(r)\right)\left(K^{-}(r) \sin \left(r t-\tau K^{+}(r)\right)\right. \\
& \left.+K^{+}(r) \cos \left(r t-\tau K^{+}(r)\right)\right) \frac{d r}{r}, \quad t, \tau>0 \tag{8.63}
\end{align*}
$$

where $K^{ \pm}(r)$ are defined in (4.19).
We note that the convergence of the integral in (8.63) is guaranteed by the fact that $K^{ \pm}(r)>0$ and the asymptotic properties $K^{ \pm}(r) \sim r^{(1-\alpha) / 2}$ as $r \rightarrow+\infty$ and $K^{ \pm}(r) \sim r^{(1+\alpha) / 2}$ as $r \rightarrow 0$. These properties imply as well that infinite differentiation under the integral sign with respect to $t$ is allowed by the use dominated convergence theorem.

Let us note that $\varphi(t, \tau)$ is also related to the solution $u(x, t)$ of the Stokes' first problem via the identity

$$
\begin{equation*}
\varphi(t, \tau)=-\left.\frac{\partial}{\partial x} u(x, t)\right|_{x=\tau}, \quad t, \tau>0 \tag{8.64}
\end{equation*}
$$

which together with the expression (8.55) gives an alternative way to obtain the explicit representation (8.63) for $\varphi(t, \tau)$. The differentiation under the integral sign is allowed by dominated convergence theorem.

Let $0<\alpha<1$, that is, $\gamma=\frac{\alpha+1}{2}<1$. Then for any $\tau>0$ the function $\varphi(t, \tau)$ as a function of $t$ admits analytic extension to the sector $\Sigma\left(\theta_{0}\right)$ and is bounded on each sector $\overline{\Sigma(\theta)}, 0<\theta<\theta_{0}$, where $\theta_{0}=(1 / \gamma-1) \pi / 2-\varepsilon_{0}$. This can be proven in the same way as Theorem 7.6.

Let us note that the subordination identity (8.62) splits the solution of problem (8.60)-(8.61) into two parts. The first part (the PDF) depends only on the constitutive model (8.49) and the second part (the cosine family, which gives the solution of a related wave equation) depends only on the flow geometry.

In the limiting case $a=b$ problem (8.60)-(8.61) reduces to the classical first-order Cauchy problem and

$$
\varphi(t, \tau)=\frac{1}{\sqrt{\pi t}} \exp \left(-\tau^{2} /(4 t)\right)
$$

In this case the subordination relation (8.62) reduces to the abstract Weierstrass formula (0.4).

### 8.3.3 The scalar equation

Let us consider first the scalar variant of Cauchy problem (8.60)-(8.61), where $X=\mathbb{R}$ and operator $A$ is defined as multiplication by a scalar $-\lambda$, $v=1$. We denote by $u(t ; \lambda)$ the solution of the scalar equation. To
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For the solution we employ Laplace transform technique and obtain by the use of (1.19)

$$
\left(1+a s^{\alpha}\right)(s \widehat{u}(s ; \lambda)-1)=-\lambda\left(1+b s^{\alpha}\right) \widehat{v}(s ; \lambda) .
$$

Therefore, the functions $u(t ; \lambda)$ are defined by their Laplace transforms $\widehat{u}(s ; \lambda)$ as follows

$$
\begin{equation*}
\widehat{u}(s ; \lambda)=\frac{1+a s^{\alpha}}{s\left(1+a s^{\alpha}\right)+\lambda_{n}\left(1+b s^{\alpha}\right)}=\frac{g(s)}{s}\left(g(s)+\lambda_{n}\right)^{-1}, \tag{8.65}
\end{equation*}
$$

where $g(s)$ is given in (8.54). Representation (8.65) implies

$$
\begin{equation*}
\widehat{u}(s ; \lambda)=\frac{1}{s}\left(1+\frac{\lambda\left(1+b s^{\alpha}\right)}{s\left(1+a s^{\alpha}\right)}\right)^{-1} . \tag{8.66}
\end{equation*}
$$

Using the same rearrangement as in (8.48) we rewrite expression (8.66) for large $|s|$ in a series form

$$
\begin{equation*}
\widehat{u}(s ; \lambda)=\sum_{k=0}^{\infty} \sum_{m=0}^{k}(-\lambda \mu)^{k}\binom{k}{m}\left(\frac{1-\mu}{a \mu}\right)^{m} \frac{s^{-k-1}}{\left(s^{\alpha}+1 / a\right)^{m}}, \tag{8.67}
\end{equation*}
$$

where $\mu=b / a$. Taking the inverse Laplace transform in (8.67) and using the identity (1.34) the representation is deduced

$$
\begin{align*}
u(t ; \lambda) & =\exp (-\mu \lambda t)  \tag{8.68}\\
& +\sum_{k=1}^{\infty} \sum_{m=1}^{k}(-\lambda \mu)^{k}\binom{k}{m}\left(\frac{1-\mu}{a \mu}\right)^{m} t^{\alpha m+k} E_{\alpha, \alpha m+k+1}^{m}\left(-t^{\alpha} / a\right)
\end{align*}
$$

where $\mu=b / a$ and $E_{\alpha, \beta}^{m}(\cdot)$ is the three-parameter Mittag-Leffler function (1.32).
Let us note that in the limiting case $a=b(\mu=1)$ corresponding to a Newtonian fluid Eq. (8.68) reduces to $u(t ; \lambda)=\exp (-\lambda t)$.

We deduce next the asymptotic behavior of the solution $u(t ; \lambda)$. First, (8.68) implies

$$
u(t ; \lambda) \sim 1-\mu \lambda t, \quad t \rightarrow 0
$$

Further, it follows from (8.66)

$$
\widehat{u}(s ; \lambda) \sim \frac{1+a s^{\alpha}}{\lambda\left(1+b s^{\alpha}\right)}=\frac{1}{\lambda}\left(\frac{a}{b}+\frac{b-a}{b} \frac{1}{1+b s^{\alpha}}\right),|s| \rightarrow 0,
$$

and taking the inverse Laplace transform yields

$$
u(t ; \lambda) \sim \frac{b-a}{\lambda b^{2}} t^{\alpha-1} E_{\alpha, \alpha}\left(-\frac{1}{b} t^{\alpha}\right), \quad t \rightarrow+\infty
$$

which by the use of (1.33) gives the asymptotic behavior of the eigenmodes for large $t$

$$
\begin{equation*}
u(t ; \lambda) \sim \frac{a-b}{\lambda \Gamma(-\alpha) t^{\alpha+1}}, \quad t \rightarrow+\infty . \tag{8.69}
\end{equation*}
$$

Therefore, the functions $u(t ; \lambda)$ admit the following behavior: starting from 1 at $t=0$, after some oscillations, they become permanently negative and vanish.

To find another representation of the solution $u(t ; \lambda)$ we can apply the subordination formula (8.62). Since the cosine family in the scalar case is given by the function $S_{2}(t)=\cos (\sqrt{\lambda} t)$, formula (8.62) implies

$$
\begin{equation*}
u(t ; \lambda)=\int_{0}^{\infty} \varphi(t, \tau) \cos (\sqrt{\lambda} \tau) d \tau \tag{8.70}
\end{equation*}
$$

where the function $\varphi(t, \tau)$ is given in (8.63). The integral representation (8.70) is appropriate for numerical computation.

### 8.3.4 Applications

Example 8.1. Consider a problem governing the velocity distribution of a plane Poiseuille flow between two parallel plates set in motion due to sudden application of a constant pressure gradient ( $P=$ const). The corresponding initial-boundary-value problem is

$$
\begin{align*}
& \left(1+a D_{t}^{\alpha}\right) u_{t}=\left(1+b D_{t}^{\alpha}\right) u_{x x}+\left(1+a D_{t}^{\alpha}\right) P, \\
& u(0, t)=u(1, t)=0  \tag{8.71}\\
& u(x, 0)=u_{t}(x, 0)=0
\end{align*}
$$

Let us set now $X=L^{2}([0,1])$ and define $A$ by $(A u)(x)=u^{\prime \prime}(x), x \in[0,1]$ with domain $D(A)=\left\{u \in X: u^{\prime}, u^{\prime \prime} \in X, u(0)=u(1)=0\right\}$. The corresponding cosine family $S_{2}(t)$ is defined by the solution of the following problem for the wave equation

$$
\begin{align*}
& u_{t t}=u_{x x} \\
& u(0, t)=u(1, t)=0,  \tag{8.72}\\
& u(x, 0)=v(x), \quad u_{t}(x, 0)=0 .
\end{align*}
$$
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Therefore, if $v(x)$ has the eigenexpansion $v(x)=\sum_{n=1}^{\infty} v_{n} \sin (n \pi x)$ then

$$
\begin{equation*}
\left(S_{2}(t) v\right)(x)=\sum_{n=1}^{\infty} v_{n} \sin (n \pi x) \cos (n \pi t) \tag{8.73}
\end{equation*}
$$

From the subordination identity (8.62) and the variation of parameters formula (8.59) we have

$$
\begin{equation*}
u(x, t)=\int_{0}^{t} S(\tau) P \mathrm{~d} \tau=\int_{0}^{t} \int_{0}^{\infty} \varphi(\tau, \sigma) S_{2}(\sigma) P d \sigma d \tau \tag{8.74}
\end{equation*}
$$

Here $S_{2}(t) P$ is the solution of problem (8.72) with $v=P$. Applying (8.73) it follows

$$
\begin{equation*}
S_{2}(t) P=\frac{2 P}{\pi} \sum_{n=1}^{\infty} \frac{1-(-1)^{n}}{n} \sin (n \pi x) \cos (n \pi t) \tag{8.75}
\end{equation*}
$$

Inserting (8.75) in (8.74) and using (8.70) we derive the following explicit representation of the solution of problem (8.71)

$$
\begin{aligned}
u(x, t) & =\frac{2 P}{\pi} \sum_{n=1}^{\infty} \frac{1-(-1)^{n}}{n} \sin (n \pi x) \int_{0}^{t} \int_{0}^{\infty} \varphi(\tau, \sigma) \cos (n \pi \sigma) d \sigma d \tau \\
& =\frac{2 P}{\pi} \sum_{n=1}^{\infty} \frac{1-(-1)^{n}}{n} \sin (n \pi x) \int_{0}^{t} u\left(\tau ; n^{2} \pi^{2}\right) d \tau
\end{aligned}
$$

where the function $u(t ; \lambda)$ is the solution of the scalar problem, see (8.68) and (8.70).

In the next example we consider a two-dimensional variant of problem (8.71), governing Poiseuille flow in a channel.

Example 8.2. Poiseuille flow of a fractional Jeffreys' fluid in a rectangular channel with cross-section $\Omega=(0,1) \times(0,1)$ is governed by the equation for the velocity field $u(x, y, t)$ [17]

$$
\begin{equation*}
\left(1+a D_{t}^{\alpha}\right) \frac{\partial u}{\partial t}=\left(1+b D_{t}^{\alpha}\right)\left(\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}\right)+f(t), \quad(x, y) \in \Omega, t>0 \tag{8.76}
\end{equation*}
$$

subject to homogeneous Dirichlet boundary condition

$$
\begin{equation*}
u(x, y, t)=0, \quad(x, y) \in \partial \Omega, t>0 \tag{8.77}
\end{equation*}
$$

and initial conditions

$$
\begin{equation*}
u(x, y, 0)=u_{t}(x, y, 0)=0, \quad(x, y) \in \bar{\Omega} \tag{8.78}
\end{equation*}
$$

Here $\alpha \in(0,1), a>b \geq 0$, are given constant parameters and

$$
f(t)=1+a \omega_{1-\alpha}(t),
$$

where the notation (1.3) is used.
Applying eigenfunction decomposition, the solution of problem (8.76)-(8.77)(8.78) admits the form

$$
\begin{equation*}
u(x, y, t)=\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} u_{m n}(t) \sin (m \pi x) \sin (n \pi y) \tag{8.79}
\end{equation*}
$$

where the time-dependent components $u_{m n}(t)$ satisfy the following ordinary differential equations

$$
\begin{align*}
& \left(1+a D_{t}^{\alpha}\right) u_{m n}^{\prime}(t)=-\mu_{m n}^{2}\left(1+b D_{t}^{\alpha}\right) u_{m n}(t)+f_{m n}(t)  \tag{8.80}\\
& u_{m n}(0)=u_{m n}^{\prime}(0)=0
\end{align*}
$$

with $\mu_{m n}=\pi \sqrt{m^{2}+n^{2}}$ and

$$
\begin{equation*}
f_{m n}(t)=B_{m n} f(t), \quad B_{m n}=\frac{4}{m n \pi^{2}}\left(1-(-1)^{m}\right)\left(1-(-1)^{n}\right) . \tag{8.81}
\end{equation*}
$$

By applying Laplace transform we solve problem (8.80) and obtain

$$
u_{m n}(t)=B_{m n} G_{m n}(t)
$$

where $B_{m n}$ are given in (8.81) and the functions $G_{m n}(t)$ are defined through their Laplace transforms

$$
\begin{equation*}
\widehat{G}_{m n}(s)=\frac{1+a s^{\alpha}}{s\left[s\left(1+a s^{\alpha}\right)+\mu_{m n}^{2}\left(1+b s^{\alpha}\right)\right]} . \tag{8.82}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
G_{m n}(t)=\int_{0}^{t} u\left(\sigma ; \mu_{m n}^{2}\right) d \sigma=\int_{0}^{t} \int_{0}^{\infty} \varphi(\sigma, \tau) \cos \left(\mu_{m n} \tau\right) d \tau d \sigma \tag{8.83}
\end{equation*}
$$

where the function $\varphi(t, \tau)$ admits the integral representation (8.63). Interchanging the order of integration in (8.83) we obtain

$$
\begin{equation*}
G_{m n}(t)=\int_{0}^{\infty} \psi(t, \tau) \cos \left(\mu_{m n} \tau\right) d \tau \tag{8.84}
\end{equation*}
$$

where

$$
\begin{aligned}
\psi(t, \tau) & =\frac{1}{\pi} \int_{0}^{\infty} \exp \left(-\tau K^{-}(r)\right)\left[K^{+}(r)\left(\sin \left(r t-\tau K^{+}(r)\right)+\sin \left(\tau K^{+}(r)\right)\right)\right. \\
& \left.-K^{-}(r)\left(\cos \left(\tau K^{+}(r)\right)+\cos \left(r t-\tau K^{+}(r)\right)\right)\right] \frac{d r}{r^{2}}, \quad t, \tau>0
\end{aligned}
$$

Here $K^{ \pm}(r)$ are defined by (4.19).
In this way the following representation of the solution of problem (8.76)-(8.77)-(8.78) is derived

$$
u(x, y, t)=\frac{4}{\pi^{2}} \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{\left(1-(-1)^{m}\right)\left(1-(-1)^{n}\right)}{m n} G_{m n}(t) \sin (m \pi x) \sin (n \pi y),
$$

with functions $G_{m n}(t)$ given in (8.84).

### 8.4 Generalized diffusion-wave equation

After the study in the last two chapters of various generalizations of the fractional diffusion-wave equation, we conclude with a short discussion on the definition of generalized diffusion-wave equation.

A generalization of the Caputo fractional derivative (1.7) of order $\alpha \in(0,1)$ in the form

$$
\begin{equation*}
\left({ }^{C} \mathbb{D}_{t}^{(\kappa)} f\right)(t)=\int_{0}^{t} \kappa(t-\tau) f^{\prime}(\tau) d \tau, \quad t>0 \tag{8.85}
\end{equation*}
$$

is discussed in Section 4.2. The kernel $\kappa \in L_{l o c}^{1}\left(\mathbb{R}_{+}\right)$is a nonnegative function, such that $\widehat{\kappa}(s) \in \mathcal{S F}$ for $s>0$. The generalized relaxation/subdiffusion equation with convolutional derivative (8.85) corresponds to a Volterra integral equation with kernel $k(t)$ such that

$$
\begin{equation*}
\widehat{k}(s) \widehat{\kappa}(s)=1 / s \tag{8.86}
\end{equation*}
$$

Pairs of kernels satisfying relation (8.86) (Sonine kernels) have the property that $\widehat{\kappa}(s) \in \mathcal{S F}$ if and only if $\widehat{k}(s) \in \mathcal{S F}$. Moreover, assumption $\widehat{\kappa}(s) \in \mathcal{S} \mathcal{F}$
is equivalent to $g(s)=1 / \widehat{k}(s)=s \widehat{\kappa}(s) \in \mathcal{C B F}$ (see properties (P7) and (P10) in Proposition 2.1). Therefore, according to Theorem 2.4, the class of generalized subdiffusion equations consists of equations which are subordinated to the classical diffusion equation.

By analogy with the above considerations, the notion of generalized diffusionwave equation is introduced in [98] in the following one-dimensional form

$$
\begin{equation*}
\int_{0}^{t} \eta(t-\tau) \frac{\partial^{2}}{\partial \tau^{2}} u(x, \tau) d \tau=\frac{\partial^{2}}{\partial x^{2}} u(x, t) \tag{8.87}
\end{equation*}
$$

where the integro-differential operator in time is supposed to generalize the Caputo fractional derivative (1.7) of order $\alpha \in(1,2)$. In the case of Caputo derivative $\eta(t)=t^{1-\alpha} / \Gamma(2-\alpha), \alpha \in(1,2)$. Therefore, it is natural to assume again for the kernel $\eta(t)$, see [98],

$$
\begin{equation*}
\widehat{\eta}(s) \in \mathcal{S F} \tag{8.88}
\end{equation*}
$$

Denote by $\xi(t)$ the corresponding Sonine kernel, i.e. $\widehat{\xi}(s) \widehat{\eta}(s)=1 / s$. Therefore, (8.88) is equivalent to $\widehat{\xi}(s) \in \mathcal{S F}$. By applying the operator $(1 * \xi) *$ to both sides of (8.87), we deduce that the generalized diffusion-wave equation (8.87) with initial conditions $u(x, 0)=v(x)$ and $u_{t}(x, 0)=0$ is equivalent to the Volterra integral equation

$$
u(x, t)=v(x)+\int_{0}^{t} k(t-\tau) \frac{\partial^{2}}{\partial x^{2}} u(x, \tau) d \tau
$$

with kernel $k(t)=(1 * \xi)(t)$. Therefore, $\widehat{k}(s)=\widehat{\xi}(s) / s$ and

$$
\begin{equation*}
\widehat{k}(s) \widehat{\eta}(s)=1 / s^{2} \tag{8.89}
\end{equation*}
$$

We first note that (8.88) and property (P10) in Proposition 2.1 imply

$$
s \widehat{\eta}(s) \in \mathcal{C B F}
$$

Relation (8.89) yields $g(s)=1 / \widehat{k}(s)=s^{2} \widehat{\eta}(s)$. Therefore, assumption (8.88) implies that $g(s)$ is a product of two complete Bernstein functions ( $s$ and $s \widehat{\eta}(s)$ ) and, thus, by $(2.2), g(s)^{1 / 2} \in \mathcal{C B F}$. Hence, according to Theorem 2.4, equation (8.87) is subordinated to the classical one-dimensional wave equation.

Wave equations in viscoelastic media with completely monotone relaxation moduli $G(t)$, considereed in this chapter, satisfy $g(s)=s / \widehat{G}(s)$, see (8.4).

Therefore, they are generalized diffusion-wave equations of the form (8.87), where $\eta(t)$ is the Sonine kernel of $G(t)$. Vice versa, any generalized diffusionwave equation (8.87) can be interpreted as a wave equation in viscoelastic medium with completely monotone relaxation modulus $G(t)=\xi(t)$.

However, the class of equations, subordinated to the classical wave equation, is larger. Namely, there exists equations with characteristic function $g(s)$, satisfying $g(s)^{1 / 2} \in \mathcal{C B F}$, which are not of the form (8.87)-(8.88). Next we give two such examples.
Example 8.3. Consider a distributed-order diffusion-wave equation (7.2), such that $\operatorname{supp} \mu \nsubseteq[1,2]$. For example, let us consider the two-term time-fractional diffusion-wave equation

$$
{ }^{C} D_{t}^{\alpha} u(x, t)+{ }^{C} D_{t}^{\alpha_{1}} u(x, t)=\frac{\partial^{2}}{\partial x^{2}} u(x, t)
$$

where $\alpha \in(1,2), \alpha_{1} \in(0,1), \alpha-\alpha_{1} \leq 1$. According to Theorem 7.5, this equation is subordinated to the classical wave equation. It is equivalent to Volterra integral equation with $g(s)=s^{\alpha}+s^{\alpha_{1}}$. If we rewrite it in the form (8.87), then $\widehat{\xi}(s)=s / g(s)=s^{1-\alpha_{1}} /\left(s^{\alpha-\alpha_{1}}+1\right)$ and (1.27) yields

$$
\xi(t)=t^{\alpha-2} E_{\alpha-\alpha_{1}, \alpha-1}\left(-t^{\alpha-\alpha_{1}}\right)
$$

The asymptotic formula for Mittag-Leffler function (1.24) implies

$$
\xi(t) \sim t^{\alpha_{1}-2} / \Gamma\left(\alpha_{1}-1\right) \quad \text { as } t \rightarrow \infty
$$

which is negative for $\alpha_{1} \in(0,1)$. Therefore $\widehat{\xi}(s) \notin \mathcal{S F}$, which is equivalent to $\widehat{\eta}(s) \notin \mathcal{S F}$. Therefore, the considered two-term diffusion-wave equation is not of the form (8.87)-(8.88).

Example 8.4. The second example is Jeffreys' type equation (8.57) with $f(t)=$ 0 and standard initial conditions $u(0)=v, u^{\prime}(0)=0$, where

$$
0<\alpha, \beta \leq 1, \alpha \neq \beta, \quad a>b>0 .
$$

Even though it is not thermodynamically well behaved for $\alpha \neq \beta$ (see Theorem 8.4), the corresponding equation (8.57) is actually well posed and subordinated to wave equation. Indeed, for this equation condition $g(s)^{1 / 2} \in \mathcal{C B F}$ is satisfied for all $0<\alpha, \beta<1$. This follows from the representation

$$
\begin{equation*}
g(s)=\frac{s\left(1+a s^{\alpha}\right)}{1+b s^{\beta}} \tag{8.90}
\end{equation*}
$$

which implies that $g(s)$ is a product of two complete Bernstein functions: $1+a s^{\alpha}$ and $s /\left(1+b s^{\beta}\right)$ (see property ( $\mathbf{P} 9$ )). Then property (2.2) yields $g(s)^{1 / 2} \in \mathcal{C B F}$. Therefore, the conditions of Theorem 2.4 are satisfied with $\alpha=2$ and equation (8.57) is subordinated to a wave equation. On the other hand, according to Theorem 8.4, in the considered case $\xi(t)=G(t) \notin \mathcal{C} \mathcal{M} \mathcal{F}$, that is, $\widehat{\eta}(s) \notin \mathcal{S F}$, and equation (8.57) is not of the form (8.87)-(8.88).

The above observations suggest a revision of the definition of generalized fractional diffusion-wave equations, which should include equations subordinated to the classical wave equation.

## Main scientific contributions

In this dissertation we developed a unified methodology for establishing a subordination relation between a linear evolution equation in a general form and a linear fractional or integer-order evolution equation. The problem of subordination is reduced to proving that a characteristic function belongs to the class of complete Bernstein functions.

We establish subordination relations for a number of equations with fractional derivatives, which have been recently proposed in the literature. The subordination relations for generalized time-fractional evolution equations split the solution into two parts: a probability density function, containing all information about the operators acting in time, and the solution of a simpler (integer-order or single-term fractional-order) problem.

Subordination principle for space-time fractional evolution equations is studied. Various representations for the subordination kernel are derived and its properties are studied. As an application, integral representations for the $n$ dimensional fundamental solution are established for $n=1,2,3$ (Chapter 3).

Evolution equations with the fractional Jeffreys' constitutive law are studied in detail (it appears in heat conduction equations, as well as in equations modelling wave propagation in viscoelastic fluids, see Chapter 4, Section 8.3, and Section 5.1.2 for a particular case). Based on this model, the relationship between the subordination principle and the physical character of an evolution equation is illustrated.

Subordination relations are established for the generalized time-fractional subdiffusion equations (Chapter 5). An explicit approximation formula for the solution is obtained, which generalizes the exponential formula for $C_{0}$ semigroups. As an application of subordination principle, useful estimates for the solution of the generalized relaxation equation are derived. They are applied in the study of an inverse-source problem.

A multinomial function of Prabhakar type is introduced and studied (Chapter 6). It is related to differential equations with multiple time-derivatives.

Along with other properties, we formulate sufficient conditions for complete monotonicity of this function. As an application of this function, we propose a viscoelastic constitutive model, which generalizes some well-known relaxation laws (Section 8.2.4).

An open problem concerning the interpretation of the fundamental solution to distributed-order time-fractional diffusion-wave equation as a probability density is partly solved (Section 7.1). The class of allowed weight functions is extended from functions with support contained in the interval [1,2] to functions with support contained in the interval $[a, a+1], 0<a \leq 1$. An example shows that this condition can be further relaxed.

Subordination principle for the multi-term time-fractional diffusion-wave equation is studied in detail (Section 7.2). Integral representation for the subordination kernel is derived. The cases of finite and infinite propagation speed are considered.

The relaxation modulus of a number of generalized fractional viscoelastic constitutive models is studied, such as fractional Maxwell, Jeffreys' and distributed-order Zener models. It is proven for these models that the thermodynamic constraints imply complete monotonicity of the relaxation modulus (Section 8.2). This property plays an important role in establishing a subordination principle for the corresponding wave equation.

Based on subordination principle, the considered in the dissertation generalized fractional evolution equations are divided into two main classes: subdiffusion equations (subordinated to the first order abstract Cauchy problem, see Chapters 5 and 6) and diffusion-wave equations (subordinated to the second order abstract Cauchy problem, which are not subdiffusion equations, see Chapters 7 and 8). Thus, we propose a new way to define those two classes of equations, which allows to cover important physically meaningful models.
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