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ABSTRACT

We consider applications of a finitary version of the Affine Representabil-

ity theorem, which follows from recent work of Belov-Kanel, Rowen, and

Vishne. Using this result we are able to show that when given a finite

set of polynomial identities, there is an algorithm that terminates after a

finite number of steps which decides whether these identities force a ring

to be commutative. We then revisit old commutativity theorems of Ja-

cobson and Herstein in light of this algorithm and obtain general results

in this vein. In addition, we completely characterize the homogeneous

multilinear identities that imply the commutativity of a ring.
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1. Introduction and background

One of the crowning achievements in the theory of rings satisfying a polynomial

identity is Kemer’s solution in characteristic zero [23]–[26] to the Specht problem

[36], which asks whether every set of polynomial identities of an algebra is a

consequence of a finite number of identities. A key component of Kemer’s

work is the Affine Representability theorem (see [1]), which shows that for a

finitely generated algebra A satisfying an identity over an infinite field, there

is a finite-dimensional algebra B (possibly over a larger field) that satisfies the

exact same set of identities as A. The original groundbreaking work of Kemer

has since been expanded by others, including notably Belov-Kanel, Rowen,

and Vishne [4, 5, 6, 7, 8, 9], who extended much of Kemer’s theory to the

setting of algebras over commutative noetherian base rings. It is clear that the

Affine Representability theorem does not in general have a positive solution

for algebras over a finite field; for example, if A = Fp[t] then A cannot satisfy

the exact same set of identities as a finite-dimensional Fp-algebra B, because

a finite-dimensional Fp-algebra satisfies an identity of the form Xm −Xn = 0

for some m and n with m > n, while A satisfies no such identity. In practice,

however, one is often only concerned with finite sets of non-identities. When

one restricts one’s attention to this setting, it then becomes a natural question

of whether this finitary version of the Affine Representability theorem holds.

Question 1: Given sets S and T of polynomial identities with T finite, if there is

an algebra which satisfies all of the identities from S and none of the identities

from T, is there a finite ring with this property?

Although this question is not explicitly answered in the literature, recent

work of Belov-Kanel, Rowen, and Vishne [7, 8, 9] can be used to quickly show

that this question has an affirmative answer (see Theorem 2.2 for details).

Historically, the most important results involving both polynomial identities

and polynomial non-identities have largely focused on the case when a collection

of identities force [X,Y ] = 0 to also be an identity; that is, to show that an

identity or family of identities force a ring to be commutative (see Herstein [20,

Chapt. 6] and the references given at the end of the chapter along with the

paper of Pinter-Lucke [31]). This, for example, is the content of special cases

of famous results of Jacobson [21] and Herstein [16], which respectively assert



Vol. 249, 2022 AFFINE REPRESENTABILITY 123

that rings for which Xn = X and [Xn −X,Y ] = 0 are identities for some fixed

n ≥ 2 are necessarily commutative.1 Results of this type are typically called

commutativity theorems.

An affirmative answer to Question 1 gives a general approach to attacking

such problems, as it reduces the analysis to looking at finite rings, although we

are unaware of this approach being used previously. In fact, in the special case

where one is looking at [X,Y ] = 0 being a non-identity for a ring, one can give

a more direct answer to Question 1 that does not require the deep machinery

coming out of the recent work of Belov-Kanel, Rowen, and Vishne on Kemer’s

theorem (see Theorem 2.4).

One of the consequences of the fact that Question 1 has an affirmative answer

is that if there is a noncommutative ring that satisfies some set of identities,

then there is a finite noncommutative ring satisfying all identities in the set. We

use this observation to give a decision procedure to determine whether a finite

set of polynomial identities forces a ring to be commutative. In light of this

result, we are able to prove the following somewhat unexpected result, which

can be viewed as a sort of machine for producing commutativity theorems.

Theorem 1.1: There is a decision procedure that takes as input a finite number

of polynomial identities P1 = · · · = Pm = 0 and gives as output either a finite

noncommutative ring for which these identities all hold or shows that every ring

for which these identities all simultaneously hold is commutative.

By a decision procedure we simply mean there is an algorithm that ter-

minates after a finite number of steps. The algorithm itself is rather lengthy

to describe in general, but in practice—for specific sets of identities—it can be

done reasonably quickly and we give applications of our algorithm in Section 4.

To produce an algorithm, we require a coarse classification of finite noncom-

mutative rings with the property that all non-trivial homomorphic images and

all proper subrings are commutative. This is the content of Theorem 2.5 and

Remark 2.6; Theorem 2.5 is somewhat technical, but it shows that all such

algebras lie in one of three infinite classes of algebras that are indexed by the

prime numbers.

1 The general version of Jacobson’s result says that if for each x in a ring R there is some

n = n(x) ≥ 2 such that xn = x then R is commutative and Herstein’s result is similar,

but instead now just requiring that xn − x be central in R.
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As a quick application of our Theorem 2.5, we are able to completely charac-

terize the homogeneous multilinear polynomial identities that force a ring to be

commutative. Arguably the most important class of polynomial identities are

the homogeneous multilinear identities, which arise in the theory of polynomial

identities via a natural linearization process. To give this characterization, we

fix a homogeneous multilinear polynomial

P (X1, . . . , Xm) =
∑

σ∈Sm

cσXσ(1) · · ·Xσ(m) ∈ Z{X1, . . . , Xm}.

For each i, j ∈ {1, . . . ,m} with i < j we define

(1) Θi,j(P ) =
∑

{σ∈Sm : σ−1(i)<σ−1(j)}
cσ ∈ Z.

Then we have the following result.

Theorem 1.2: Let P (X1, . . . , Xm)=
∑

σ∈Sm
cσXσ(1)· · ·Xσ(m)∈Z{X1, . . . , Xm}

be a homogeneous multilinear polynomial. Then there is a noncommutative ring

for which P = 0 is an identity if and only if there is a prime number p such that

the following hold:

(1) p | P (1, 1, . . . , 1);

(2) p | Θi,j(P ) for 1 ≤ i < j ≤ m.

Moreover, if there is such a prime p for which these conditions hold, then P = 0

is an identity for the noncommutative ring Fp{U, V }/(U2, V 2, UV ).

We have chosen to state the conditions in Theorem 1.2 in terms of P (1, . . . , 1)

and the Θi,j , as these are integers that one can explicitly compute and so one can

determine whether a prime p holds for which (1) and (2) hold. Nevertheless,

for a homogeneous multilinear polynomial P (X1, . . . , Xs), it is more natural

to let Pi,j denote specialization P (1, . . . , 1, Xi, 1, . . . , 1, Xj, 1, . . . , 1) for i < j,

where we have an Xi in the i-th coordinate and Xj in the j-th coordinate. Then

Pi,j = Θi,j(P )XiXj + (P (1, 1, . . . , 1)−Θi,j)XjXi,

and so conditions (1) and (2) are equivalent to the condition that the polyno-

mial Pi,j be divisible by the prime p for 1 ≤ i < j ≤ m.

The outline of this paper is as follows. In §2 we show how one can give

an affirmative answer to the Question 1 problem using the powerful work of

Belov-Kanel, Rowen, and Vishne. In addition, we give a direct argument in

the case where one is studying rings for which [X,Y ] = 0 is a non-identity
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and give a coarse classification of finite noncommutative rings for which every

proper homomorphic image and every proper subring is commutative. In §3, we
use results from §2 to give an algorithm, which proves Theorem 1.1. In §4 we

revisit the fixed-degree versions of old commutativity theorems of Jacobson [21]

and Herstein [16] in light of these results and prove general commutativity

theorems and in §5 we characterize the homogeneous multilinear polynomial

identities with the property that whenever a ring satisfies this identity it is

necessarily commutative and prove a more general version of Theorem 1.2 (see

Theorem 5.1). Throughout this paper, we will take a noncommutative ring

to be a ring that is not commutative and all rings considered are assumed

to be associative and possessing an identity element. We refer the reader to

[14], [22] and [33] for background on polynomial identities. Finally, we will

often say that a polynomial P ∈ Z{X1, . . . , Xs} is either an identity or a non-

identity for a ring R. By this, we simply mean that P (r1, . . . , rs) = 0 for all

r1, . . . , rs ∈ R when speaking of P being an identity for R; and when speaking

of P being a non-identity for R we mean that there exist r1, . . . , rs ∈ R such

that P (r1, . . . , rs) �= 0.

Acknowledgments. We are grateful to Lance W. Small and to Louis H.

Rowen for many useful comments. The first-named author expresses his thanks

to Luna Xin, who asked a question that led to Theorem 4.3. In addition, we

are grateful to the anonymous referee, who made numerous helpful comments,

including suggesting the addition of Proposition 5.2.

2. Finite rings and finite sets of identities

In this section, we show that Question 1 has an affirmative answer. We once

again point out that our work relies heavily on the aforementioned work of

Belov-Kanel, Rowen, and Vishne [9]. We begin with a classical fact from com-

mutative algebra, which, if one borrows terminology from group theory, says

that finitely generated Z-algebras are residually finite (see [37]). (We note that

although the paper [13] predates the reference [37], the paper of Chew and Lawn

[13] deals with what are now called just infinite rings and not residually finite

rings in the sense given here.)
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Lemma 2.1: Let C be a finitely generated commutative Z-algebra. If x ∈ C

is nonzero, then there is some ideal L such that x �∈ L and such that C/L is

finite.

Proof. Let I be the annihilator of x. Then since x is nonzero, there is some

maximal ideal Q such that I is contained in Q. In particular, x has nonzero im-

age in the localization CQ. By the Krull intersection theorem (see, for instance,

[15, Corollary 5.4]), we deduce that⋂
n∈N

QnCQ = (0)

and so there is some n such that x �∈ QnCQ and thus x �∈ Qn. By the Nullstel-

lensatz [15, Theorem 4.19, p. 132], C/Q is a finite field, and so every ideal in

the chain

Q ⊇ Q2 ⊇ Q3 ⊇ · · ·
is cofinite and so letting L = Qn gives the result.

Theorem 2.2: Let S and T be sets of polynomial identities with T finite. If

there exists a ring R such that all elements of S are identities for R and all

elements of T are non-identities for R, then there exists a finite ring S such that

all elements of S are identities for S and all elements of T are non-identities for S.

Proof. We observe that it suffices to prove the case when |T| = 1, since if

this holds, then for each non-identity G = 0 in T there is a finite ring A for

which each element of S is an identity and for which G = 0 is a non-identity.

Then the direct product of these finite rings we produce is a finite ring with

the desired properties. Thus we assume henceforth that T consists of a single

identity G(X1, . . . , Xs) = 0.

By assumption there is some Z-algebra R for which all elements of S are

identities and such that G = 0 is a non-identity. Then there is some s-generated

subalgebra R0 of R that witnesses the fact that G(X1, . . . , Xs) = 0 is a non-

identity. We let I be the T -ideal in S := Z{X1, . . . , Xs} generated by the

identities from S. Then since Z is noetherian, a result of Belov-Kanel, Rowen,

and Vishne [9, §7.2], the algebra A := Z{X1, . . . , Xs}/I is representable and

hence there is a commutative Z-algebra C such that A embeds as a subalgebra

of the full n × n matrix ring Mn(C) for some n ≥ 1. We may replace A

by its image in Mn(C), and since this image is isomorphic to A, it satisfies
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all identities in S. In addition, we may replace C by the finitely generated

subalgebra generated by the entries of a finite set of generators for A, since all

we require is that the map A → Mn(C) be an embedding. We therefore assume

that C is finitely generated and hence noetherian. Since I is a T -ideal and since

G = 0 is a non-identity for A, the image of G(X1, . . . , Xs) in Mn(C) is nonzero,

and thus there is some nonzero x ∈ C such that x is an entry of the image of

G(X1, . . . , Xe) in Mn(C). By Lemma 2.1 there is a cofinite ideal L of C such

that the image of x is nonzero in C/L. In particular, we have that the images

of G(X1, . . . , Xs) in Mn(C/L) under the composition of maps

S → S/I → Mn(C) → Mn(C/L)

is nonzero, and so the image of S/I in Mn(C/L) is a finite ring which by

construction satisfies every identity from the set S and does not satisfy the

identity G = 0.

Remark 2.3: It is interesting to compare Theorem 2.2 with other algebraic ob-

jects. We note that work by Klĕıman [27] on groups and Murskĭı [30] on semi-

groups shows that these situations are very different and that one does not

expect analogues of our results to hold in these settings.

As mentioned earlier, the most important special case of Question 1 has his-

torically been the case of studying polynomial identity rings for which [X,Y ] = 0

is a non-identity (see, for example, [20, Chapt. 6] and references therein). In

this case, we can give a more direct proof.

Theorem 2.4: Let S be a set of polynomial identities. If there is a noncommu-

tative ring for which the elements of S are identities, then there exists a finite

noncommutative ring with this property.

Proof. If S is empty, we can take R to be the ring of 2×2 matrices over a finite

field. Thus we may assume S is non-empty. Let I denote the T -ideal of Z{x, y}
generated by the identities in S. Then by assumption, the ring R := Z{x, y}/I
is not commutative. In particular, the image of a := [x, y] is nonzero in R. Now

let X denote the collection of ideals J of R such that R/J is not a commutative

ring (i.e., the ideals that do not contain the image of a in R). Then by Zorn’s

lemma, there exists a maximal element J0 of X. Then we may replace R by

R/J0 and then assume that R/L is commutative whenever L is a nonzero ideal

of R. By construction, R is a Z-algebra that is generated by two elements u
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and v that do not commute such that every nonzero ideal of R contains [u, v];

moreover, R satisfies the identities in S. If R is finite, then there is nothing

to do. Thus we may assume that R is infinite. Let L = R[u, v]R. Then by

construction L is a minimal nonzero two-sided ideal of R and hence it is a

simple T := R ⊗Z Rop-module. Since S is non-empty, R satisfies a polynomial

identity and so by a theorem of Regev [32, Theorem 1, p. 152], T does too.

By minimality of L as a nonzero two-sided ideal of R, the annihilator of L as

a left T -module is a primitive ideal Q of T . Then by Kaplansky’s theorem [34,

Theorem 6.1.25],

T/Q ∼= Mn(D),

where D is a division ring that is finite-dimensional over its center. Thus T/Q is

a finite module over its center and since T is a finitely generated Z-algebra, the

center of T/Q is a finitely generated Z-algebra by the Artin–Tate lemma (cf. [34,

§6.2]). In addition, the centre of T/Q is a field and thus by the Nullstellensatz

[15, Theorem 4.19, p. 132], the center of T/Q is a finite field and so T/Q is

finite. Notice that L = T · [x, y] and since T/Q is finite and Q annihilates L,

we then see that L is necessarily finite.

Since L is finite, there are cofinite left and right ideals I1 and I2 of R such

that I1 ·L = L ·I2 = (0). These ideals then contain cofinite two-sided ideals and

by taking the intersection of these ideals, we see that there is a two-sided ideal I

of R such that R/I is a finite ring and such that IL = LI = (0). Since R/L is

a homomorphic image of Z[u, v], we see that R/L is noetherian and since L is

finite, R is both left and right noetherian as well.

Since R is a countable ring we can take an enumeration r1, r2, r3, . . . of the

elements of R. Notice that for each r ∈ R, the elements [u, r] and [v, r] lie

in L. Thus each element r ∈ R gives us a map fr : {u, v} → L, given by

fr(u) = [u, r] and fr(v) = [v, r]. Then since L is finite, there are only finitely

many maps from {u, v} to L, so we see that there is some natural number N

such that whenever n > N , there is some i ≤ N , depending on n, such that

frn = fri . In particular, one sees that rn − ri is central. It follows that R is

spanned by r1, . . . , rN as a module over its center, Z(R). By the Artin–Tate

lemma (cf. [34, §6.2]), Z(R) is finitely generated as a Z-algebra and hence it is

noetherian. Notice that if z ∈ Z(R), then multiplication by z induces a self-

map of the finite ideal L and hence there is some monic integer polynomial P (z)

that annihilates L, since L is finite. We claim that P (z)n = 0 in R for some n.



Vol. 249, 2022 AFFINE REPRESENTABILITY 129

To see this, suppose that this is not the case. Then, for each n, P (z)nR is a

nonzero ideal of R and by minimality of L as a nonzero ideal, for each n ≥ 1

there is some xn ∈ R such that P (z)nxn = [u, v]. Now let

In = {x ∈ R : P (z)nx ∈ L}.
Then I1 ⊆ I2 ⊆ I3 ⊆ · · · is an ascending chain of ideals in R and since R is

noetherian, there is some � such that I� = I�+1. In particular, P (z)�x�+1 ∈ L.

But since P (z) annihilates L, this gives

[u, v] = P (z)�+1x�+1 = P (z)(P (z)�x�+1) ∈ P (z)L = (0),

a contradiction. Thus there is some n such that P (z)n = 0. Since P (z)n is

a monic polynomial with integer coefficients, every z ∈ Z(R) is integral over

the image of Z in Z(R) and since Z(R) is a finitely generated Z-algebra, we

see that Z(R) is a finitely generated Z-module. Since L is finite, there is some

positive integer b such that bL = (0). Therefore, the same argument as before

shows that there is some n such that k := bn = 0 in R. Thus Z(R) is a finitely

generated Z/kZ-module and hence it is finite. Since R is a finitely generated

Z(R)-module, R must be finite too. The result follows.

We now use Theorem 2.2 to give a coarse classification of the minimal finite

noncommutative rings R for which a collection S of polynomial identities must

hold if there exists at least one noncommutative ring for which all identities

in S hold. To do this, we introduce three classes of rings. For each prime p,

we let Up denote the ring of upper-triangular 2× 2 matrices with entries in Fp;

that is,

(2) Up =

{(
a b

0 c

)
: a, b, c ∈ Fp

}
.

Given a prime p, an integer n ≥ 2, and i ∈ {1, . . . , n− 1}, we let Bp,n,i denote

the ring

(3) Bp,n,i :=

{(
xpi

y

0 x

)
: x, y ∈ Fpn

}
.

Finally, given a prime p, we let Ap denote the collection of noncommutative

rings that are a homomorphic image of a ring of the form

(4) Z{x, y}/(I + Jn)
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for some n ≥ 3, where I = (p, x, y)[x, y]Z{x, y}+Z{x, y}[x, y](p, x, y) and Jn is

the ideal (x, y, p)n.

Theorem 2.5: Let S be a set of polynomial identities, and suppose there exists

a noncommutative ring R that satisfies every identity in S. Then one of the

following must hold:

(a) there is a prime p such that Up satisfies the identities in S;

(b) there is a prime p and n ≥ 2 and i ∈ {1, . . . , n − 1} such that Bp,n,i

satisfies the identities in S;

(c) there is a prime p and a ring in Ap that satisfies the identities in S.

In particular, if there is a noncommutative ring that satisfies the identities of S,

then there is a finite noncommutative ring with nonzero nilpotent commutator

ideal that satisfies the identities of S.

Proof. Pick u and v in R that do not commute. Then we may replace R by

the Z-subalgebra generated by u and v and assume R is two-generated. By

Theorem 2.4 we may also assume that R is finite. By replacing R by R/I,

where I is maximal with respect to not being commutative, we may further

assume that R has a minimal nonzero two-sided ideal L generated by [u, v].

Moreover, since every proper homomorphic image of R is commutative and

since R is finite, there is some prime p such that pmR = (0). We now argue via

cases.

Case 1. R is semiprimitive, that is, J(R) = (0).

In this case, by the Artin–Wedderburn theorem [35, Chapter 14], R is iso-

morphic to a finite product of matrix rings over finite fields. Since R is not

commutative, there is some factor Mn(F ) with n > 1 and F a field of charac-

teristic p, which will satisfy every identity that R does. Since Up is isomorphic

to a subring of Mn(F ), we see that Up satisfies all the identities that R does.

Case 2. J(R) �= (0).

Since L is minimal among nonzero ideals of R, L is contained in J(R) and

hence (0) = J(R)L = L2, because the Jacobson radical of a finite ring is nilpo-

tent. Since R has finitely many primitive ideals, which are pairwise comaximal,

and since their product is contained in J(R), we then see that there is a unique

primitive ideal P of R such that PL = (0); similarly, there is a unique primitive

ideal Q of R such that LQ = (0).

Subcase 2.a. P �= Q.
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In this case, we can pick y ∈ P such that 1− y ∈ Q. Then

[[u, v], y] = −y[u, v] + [u, v](1− (1− y)) = [u, v].

Let z = [u, v]. Then since z ∈ L and since p ∈ P ∩Q, we have pz = z2 = yz = 0

and zy = z. Therefore, the subring S generated by z and y is not commutative

and satisfies all the identities that R does. Notice that S = S0 ⊕ S1, where S0

is the image of Z[y] in S and S1 = {0, z, 2z, . . . , (p− 1)z}. Let h(X) denote the

minimal polynomial of y in S0. Then since z(y−1) = 0 and yz = 0, we see that

h(X) ∈ (p, (X − 1)X)Z[X ]. In particular, there is an ideal I of S0 such that

S0/I ∼= Fp[X ]/(X2 −X)

with an isomorphism that sends y+I toX+(X2−X), and since IS1=S1I = (0),

we see that J := I ⊕ (0) is an ideal of S and so S/J is isomorphic to the three-

dimensional Fp-algebra B with generators s, t and with relations

s2 = ts = t2 − t = s(1 − t) = 0.

We then have a map φ : Up → B via the map e1,2 
→ s, e2,2 
→ t. This map is

easily checked to be an isomorphism.

Subcase 2.b. P = Q and L is not contained in the center of R.

In this case, we claim that pR = (0). If not, then since L is minimal among

nonzero ideals, we have pR ⊇ L and so [u, v] = pr for some r ∈ R. But since L

is not central, we observe that there is some z such that [z, [u, v]] �= 0. However,

this is equal to p[z, r] and pL = (0), a contradiction. Thus pR = (0) and so R is

an Fp-algebra. Now we pick y ∈ L that is not central. Then R/P is a finite field

and hence isomorphic to Fpn for some n ≥ 1 and we let q = pn. We let x ∈ R be

such that x+ P is a generator for the multiplicative group of R/P . Then since

the elements of P annihilate y, we see that [x, y] �= 0 since y is non-central and R

is generated as an algebra by x and P by construction. Therefore xq − x ∈ P

and so

(0) = (xq − x)Ry = yR(xq − x).

We may replace R by the noncommutative subalgebra generated by x and y

if necessary and then L is a simple R/P -R/P -bimodule generated by y as a

bimodule. Thus L is isomorphic to a simple quotient of

R/P ⊗Fp R/P ∼= Fn
q
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and moreover we have

(x + P ) · y �= y · (x+ P ).

A simple quotient M of R/P ⊗Fp R/P is isomorphic Fq and satisfies

(x+ P ) · v = v · (xpi

+ P )

for every v ∈ M for some fixed i ∈ {0, 1, 2, . . . , n − 1}. Since L is not cen-

tral, we then see that L ∼= Fq and (x + P ) · y = y · (xpi

+ P ) for some fixed

i ∈ {1, 2, . . . , n− 1}.
Now fix an isomorphism f : R/P → Fq. Then we claim there is an endomor-

phism Φ : R → Bp,n,i defined on the generators x and y by

x ∈ R 
→
(
f(xpi

+ P ) 0

0 f(x+ P )

)

and

y ∈ R 
→
(
0 1

0 0

)
.

To show that this is an endomorphism, we must show that if P (X,Y ) is

an element of the free algebra Fp{X,Y } such that P (x, y) = 0 in R, then

P (Φ(x),Φ(y)) = 0. One can check that

Φ(x)q − Φ(x) = Φ(y)2 = Φ(x)Φ(y) − Φ(y)Φ(xpi

) = 0.

Thus we may reduce P (X,Y ) modulo the ideal (Xq − X,Y 2, XY − Y Xpi

)

and we may assume without loss of generality that P (X,Y ) is of the form

A(X) + yB(X), where A(X), B(X) ∈ Fp[X ] have degree at most q − 1. Now

suppose that A(x) + yB(x) = 0 in R with A(X), B(X) of degree ≤ q − 1.

Then left-multiplying by y gives that yA(x) = 0. In particular, since the right

annihilator of y is a proper right ideal that contains P and since R/P is a field,

we then see that A(x) ∈ P and so

f(A(x) + P ) = f(A(x)p
i

+ P ) = 0.

Thus Φ(A(x)) = 0. Thus we may assume that P (X,Y ) is of the form yB(X)

with B(X) ∈ Fp[X ]. Then as before, since B(X) annihilates y, B(X) ∈ P

and so Φ(y)B(Φ(x)) = 0. Since Φ is surjective, Bp,n,i satisfies all the identities

that R does.

Subcase 2.c. P = Q and L is central.
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In this case, for z, x ∈ R we have

[zp, x] = adpz(x) = adp−1
z ([z, x]) = 0,

since [z, u] ∈ L and elements of L are central. Then since R/J(R) is a finite

product of fields of characteristic p, there exists some m such that upm − u

and vp
m − v ∈ J(R). Since p-th powers are central, we derive that

[upm − u, vp
m − v] = [u, v] �= 0,

and so by considering the subring S of R generated by a := upm − u

and b := vp
m − v, we see that S/J(S) ∼= Fp and S is noncommutative. In

particular, since S is a finite ring, J(S)n = (0) for some n ≥ 1 and so we have

(p, a, b)n = (0) in S. Since S is noncommutative and [a, b] ∈ J(S)2 is nonzero,

we see that n ≥ 3. By replacing S by a suitable homomorphic image, we may

assume that S is noncommutative but that S/I is commutative for all nonzero

ideals I of S. We next claim that J(S)[a, b]S = S[a, b]J(S) = (0). We only

prove J(S)[a, b]S = (0), with the other direction handled in a similar man-

ner. To see this, observe that if I := J(S)[a, b]S is nonzero then, since S/I is

commutative, we have [a, b] ∈ J(S)[a, b]S and so

[a, b] =

m∑
i=1

xi[a, b]yi

for some m ≥ 1, x1, . . . , xm ∈ J(S), and y1, . . . , ym ∈ S. Now we let j ≥ 1

denote the smallest positive integer such that J(S)j [a, b] = (0). Then there is

some θ ∈ J(S)j−1 such that θ[a, b] �= 0. But now

θ[a, b] =

m∑
i=1

(θxi)[a, b]yi ⊆ J(S)j [a, b]S = (0),

a contradiction. It follows that S is in the class Ap.

Remark 2.6: We point out that the proof of Theorem 2.5 in fact shows the

following: if R is a finite ring that is not commutative, then after a finite set

of steps in which at each step we either replace R by a subring or a homomor-

phic image, we will arrive at one of the finite rings appearing in the statement

of Theorem 2.5. In particular, if R is a minimal finite noncommutative ring

(that is, a ring with the property that every proper subring and every proper

homomorphic image is commutative), then it must appear among one of the

three classes of rings appearing in the statement of Theorem 2.5. In this sense,
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we consider this result as giving a coarse classification of minimal finite non-

commutative rings. We point out, however, that not all the rings that appear

in the statement of Theorem 2.5 are minimal and it is an interesting problem

to give a precise classification of such rings, particularly for the class Ap with p

a prime. In general, the question of whether a minimal noncommutative ring is

necessarily finite appears to be difficult. For example, one would need to rule

out the existence of infinite simple rings with the property that each pair of

noncommuting elements generates the entire ring.

Notice that Theorem 2.5 gives a quick proof of the fixed-degree version of

Jacobson’s Xn = X theorem [21]: if for some n ≥ 2 there is a noncommutative

ring for which the identity Xn = X holds, then the above result shows there

is a finite noncommutative ring with a nonzero nilpotent commutator ideal for

which the identity Xn = X holds; but if a is a nonzero element in this nilpotent

ideal then 0 = a(1− an−1) and since a is nilpotent, 1− an−1 is a unit, so a = 0,

a contradiction. The same argument applies to show that if n ≥ 2 then the

identity [X,Y ]n = [X,Y ] forces a ring to be commutative, which is a special

case of a result due to Herstein [17].

3. Decidability procedures

In this section we prove Theorem 1.1 by showing that the question of whether

a finite set of identities forces a ring to be commutative is, in fact, decidable

and we give an algorithm that always terminates after finitely many steps to

make such a decision. By Theorem 2.5 it suffices to check whether there exists

a ring from one of the three classes of algebras given in the statement of the

theorem for which the identities all simultaneously hold. We now describe a

decision procedure to deal with each of these three classes. Before giving this

procedure, we first give some notation. We let

(5) Cs ⊆ Z{X1, . . . , Xs}
denote the Z-submodule generated by all monomials X i1

1 · · ·X is
s with

i1, . . . , is ≥ 0. Notice that the canonical homomorphism

(6) Φ : Z{X1, . . . , Xs} → Z[X1, . . . , Xs]

with Φ(Xi)=Xi has the property that the restriction of Φ to Cs gives a set

bijection between Cs and the polynomial ring, and given an element
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P ∈Z{X1, . . . , Xs} there is a unique element P̄ ∈ Cs such that

Φ(P − P̄ ) = 0.

This map P 
→ P̄ is a transversal of the projection map

Z{X1, . . . , Xs} → Z[X1, . . . , Xs].

In practice, given P ∈ Z{X1, . . . , Xs}, one can compute P̄ by simply replacing

each monomial that occurs in P by the rearrangement of the letters that puts

it in the form X i1
1 · · ·X is

s .

A key component of our algorithm involves dividing our analysis into two

cases: the case when Φ(Pi) = 0 for all i; and the case when there is some i

such that Φ(Pi) �= 0. In the latter case, when there is some i such that Φ(Pi)

is nonzero, we let D denote the total degree of this nonzero polynomial. By a

result of Alon [2] there are integers (n1, . . . , ns) ∈ {0, 1, . . . , D}s such that

N := Φ(Pi)(n1, . . . , ns)

is a nonzero integer. Then if P1, . . . , Pm are simultaneously identities for a

ring R, we necessarily have N = 0 in R. It follows that if R is a ring in one of

the three classes given in the statement of Theorem 2.5, then p | N . An analysis

of the above argument shows that if P̄1, . . . , P̄m are not identically zero, then

we have an algorithm for determining a finite (possibly empty) set of prime

numbers {p1, . . . , pt} such that if P1, . . . , Pm are identities for a ring R in one

of the three classes given in the statement of Theorem 2.5, then the associated

prime number p must be in p ∈ {p1, . . . , pt}. In fact, if the integer |N | has
prime factorization pa1

1 · · · pat
t , then the characteristic of R must be a divisor of

one of the elements from {pa1
1 , . . . , pat

t }.
For the remainder of this section, we assume that we are given

P1, . . . , Pm ∈ Z{X1, . . . , Xs} and we will answer the question: “Is there a

noncommutative ring for which P1, . . . , Pm are all identities?” We do so by

considering each of the three classes of rings in the statement of Theorem 2.5

separately.

3.1. Decision procedures for Up. We begin with the simplest case, which

is to decide whether there is a prime p such that P1, . . . , Pm are all identities

for the algebra Up.
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Lemma 3.1: Let P1, . . . , Pm ∈ Z{X1, . . . , Xs}. Then it is decidable whether or

not there is some prime p such that P1, . . . , Pm are identities for Up.

Proof. We let X denote the subset of M2(Z) consisting of the eight upper-

triangular matrices with {0, 1}-entries. Then for each s-tuple (A1, . . . , As) ∈ Xs

we compute the matrices Pi(A1, . . . , As) for i = 1, . . . ,m. If Pi(A1, . . . , As) = 0

for every i ∈ {1, . . . ,m} and every (A1, . . . , As) ∈ Xs, then since the Pi are

integer polynomials and since the image of X in U2 is all of U2, we have

that P1, . . . , Pm are identities for U2. Alternatively, there is some i and some

(A1, . . . , As) ∈ Xs such that Pi(A1, . . . , As) is a nonzero integer. We compute

the gcd, d, of the entries of this matrix. If d is equal to one, then there cannot

exist a prime p such that P1, . . . , Pm are identities for Up, and so we may assume

that the gcd is strictly greater than one. We then compute the primes p1, . . . , ps

that divide d. Then if P1, . . . , Pm are identities for Up for some prime p, then p

is necessarily in {p1, . . . , ps}. Then for each p ∈ {p1, . . . , ps}, it can be checked

whether or not P1, . . . , Pm are identities for Up by simply taking each s-tuple

of elements from Up and verifying whether the evaluations of P1, . . . , Pm at this

s-tuple are zero in Up; if all possible evaluations are zero, then P1, . . . , Pm are

identities for Up. Since Up is a finite ring and there are finitely many primes p to

check, this process terminates and so we have a decision procedure to determine

whether or not P1, . . . , Pm are identities for Up for some prime p.

3.2. Decision procedures for the algebras Bp,n,i. We now show how one

can check whether P1, . . . , Pm are identities for some algebra of the form Bp,n,i.

To proceed, we require a lemma.

Lemma 3.2: Let Q(X1, . . . , Xs) ∈ Cs be nonzero and let q be a power of a

prime p. If Q(X1, . . . , Xs) is an identity for the finite field Fq, then

Φ(Q) ∈ (p,Xq
1 −X1, . . . , X

q
s −Xs)Z[X1, . . . , Xs],

and if the reduction of Φ(Q) mod p is not identically zero, then the reduction

has total degree at least q.

Proof. Since Fq is commutative, we may replace Q by Φ(Q), its image in the

polynomial ring Z[X1, . . . , Xs], and assume it is a nonzero (commutative) poly-

nomial. If Q is identically zero mod p there is nothing to prove, so we assume

that this is not the case and let d denote the total degree of the reduction of Q
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mod p. Then there exist t1, . . . , ts with∑
ti = d

such that the coefficient ofXt1
1 · · ·Xts

s is nonzero. It ti<q for i=1, . . . , s, then by

Alon’s combinatorial Nullstellensatz [2, Theorem 1.2] there exist α1, . . . , αs ∈ Fq

such that Q(α1, . . . , αs) �= 0 and so we see that the total degree of Q must be

at least q. To complete the proof, we must show that

Q ∈ (p,Xq
1 −X1, . . . , X

q
s −Xs).

Since each Xq
i −Xi is an identity for Fq, we may reduce Q modulo the ideal

(p,Xq
1 −X1, . . . , X

q
s −Xs)

and assume that it has degree at most q−1 in each variable Xi. If Q is nonzero,

then there exist t1, . . . , ts with ti < q for i = 1, . . . , s such that the coefficient

of Xt1
1 · · ·Xts

s is nonzero. But a second application of [2, Theorem 1.2] shows

there exist α1, . . . , αs ∈ Fq such that Q(α1, . . . , αs) �= 0, a contradiction.

The following lemma requires the use of Cartier operators. We let p be

a prime number. Then Fp[X1, . . . , Xs] is a free Fp[X
p
1 , . . . , X

p
s ]-module with

basis Xj1
1 · · ·Xjs

s with (j1, . . . , js) ∈ {0, . . . , p − 1}s, and every element of

Fp[X
p
1 , . . . , X

p
s ] is the p-th power of some element of Fp[X1, . . . , Xs]. In par-

ticular, for each s-tuple of integers (j1, . . . , js) ∈ {0, . . . , p−1}s, we define maps

(7) Λj1,...,js : Fp[X1, . . . , Xs] → Fp[X1, . . . , Xs],

which are the operators uniquely defined by

(8) P (X1, . . . , Xs) =

p−1∑
j1=0

· · ·
p−1∑
js=0

Xj1
1 · · ·Xjs

s Λj1,...,js(P (X1, . . . , Xs))
p,

for P (X1, . . . , Xs) in Fp[X1, . . . , Xs]. Observe that

(9) Λj1,...,js(A+BpC) = Λj1,...,js(A) +BΛj1,...,js(C)

forA,B,C in Fp[X1, . . . , Xs]. In addition, if P is a polynomial in Fp[X1, . . . , Xs],

then P is the zero polynomial if and only if

Λj1,...,js(P ) = 0
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for all (j1, . . . , js) ∈ {0, . . . , p − 1}s. For us, we shall be considering linear

combinations of polynomials of the form Apk

B. In this case, if B has degree

strictly less than pk, then if Ω is a k-fold composition of Cartier operators then

Ω(Apk

B) = AΩ(B)

and moreover Ω(B) is a coefficient (possibly zero) of some monomial occurring

in B.

Lemma 3.3: Let A0, . . . , At and B0, . . . , Bt be polynomials in Z[X1, . . . , Xs]

with A0, . . . , At linearly independent over Z and let α0, . . . , αt ∈ {1, . . . , s}.
Then we can decide whether or not there exists a triple (p, n, k), with p a prime,

n ≥ 2 an integer, and k ∈ {1, . . . , �n/2�}, such that
∑t

i=0(X
pk

αi
−Xαi)A

pk

i Bi is

in the ideal (p,Xpn

1 −X, . . . , Xpn

s −Xs)Z[X1, . . . , Xs].

Proof. Let κ be the maximum of the degrees of A0, . . . , At, B0, . . . , Bt. Suppose

that
∑t

i=0(X
pk

αi
− Xαi)A

pk

i Bi is in (p,Xpn

1 − X, . . . , Xpn

s − Xs)Z[X1, . . . , Xs].

We first consider the case when pk > κ + 2. Therefore, after reducing mod p,

we need to determine whether

t∑
i=0

(Xpk

αi
−Xαi)A

pk

i Bi ∈ (Xpn

1 −X, . . . , Xpn

s −Xs)Fp[X1, . . . , Xs].

Then since the total degree is at most κpk + κ + pk < p2k ≤ pn, we see from

Lemma 3.2 that this is the case if and only if
∑t

i=0(X
pk

αi
−Xαi)A

pk

i Bi is iden-

tically zero, when regarded as a polynomial with coefficients in Fp.

Then since BiXαi has total degree strictly less than pk, if Ω is a k-fold com-

position of Cartier operators then Ω(Bi) and Ω(BiXαi) are the coefficients

of some fixed monomials in Bi and BiXαi respectively. Thus we see that∑t
i=0(X

pk

αi
−Xαi)A

pk

i Bi is identically zero mod p if and only if

t∑
i=0

XαiAiΩ(Bi)−AiΩ(XαiBi)

is identically zero for every k-fold composition of Cartier operators when we

work over Fp. Since the total degrees of Bi and BiXαi are less than pk, we can

obtain each coefficient by applying k-fold compositions of Cartier operators,

and so if we let λi;j1,...,js denote the coefficient of Xj1
1 · · ·Xjs

s in Bi, then we see
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that this is equivalent to

t∑
i=0

XαiAiλi;j1,...,js −Aiλi;j1−δ1,αi
,...,js−δs,αi

being identically zero mod p for each s-tuple (j1, . . . , js) with∑
ji ≤ κ,

where δi,j is the Kronecker delta function.

Now for each such s-tuple we can compute the gcd of the coefficients of

t∑
i=0

XαiAiλi;j1,...,js −Aiλi;j1−δ1,αi
,...,js−δs,αi

and by taking the gcd over each of the gcds produced for each s-tuples we can

compute a natural number N with the property that for a prime p and integers

k ≥ 1 and n ≥ 2k such that pk > κ+ 2 and
∑t

i=0(X
pk

αi
−Xαi)A

pk

i Bi is in

(p,Xpn

1 −X, . . . , Xpn

s −Xs)Z[X1, . . . , Xs]

if and only if p | N . In particular, if there is some prime p that divides N ,

then there exists a triple (p, n, k) with k ≤ n/2 and k ≥ 1 such that∑t
i=0(X

pk

αi
−Xαi)A

pk

i Bi is in (p,Xpn

1 − X, . . . , Xpn

s − Xs)Z[X1, . . . , Xs]. If,

on the other hand, N = 1, then we know that if
∑t

i=0(X
pk

αi
−Xαi)A

pk

i Bi is in

(p,Xpn

1 −X, . . . , Xpn

s −Xs)Z[X1, . . . , Xs] then pk ≤ κ+2. Since there are only

finitely many pairs (p, k) with p prime and k ≥ 1 such that pk ≤ κ + 2. We

have reduced our analysis to considering triples (p, n, k) with pk ≤ κ+2. Notice

that the total degree of
∑t

i=0(X
pk

αi
− Xαi)A

pk

i Bi is then at most κ2 + 4κ + 2

and so if pn > κ2 + 4κ + 2 then by Lemma 3.2,
∑t

i=0(X
pk

αi
− Xαi)A

pk

i Bi is

in (p,Xpn

1 −X, . . . , Xpn

s −Xs)Z[X1, . . . , Xs] if and only if it is identically zero

mod p; in particular, this condition is independent of n in this case and we can

check this for the finite set of p with p ≤ κ + 2. Finally, if pk ≤ κ + 2 and

pn ≤ κ2 + 4κ+ 2, then (p, n, k) lies in a finite set and we can check these cases

on a case-by-case basis via computation.

We can now describe the algorithm for deciding whether

P1 = · · · = Pm = 0
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are identities for a noncommutative ring of the form Bp,n,�. We let J denote

the commutator ideal of Z{X1, . . . , Xs} generated by [Xi, Xj] with i �= j. We

argue via cases.

Case I. P̄1 = · · · = P̄m = 0.

Then in this case we can compute P1, . . . ,Pmmod J2and eachQ∈{P1, . . . , Pm}
mod J2 is of the form

Q :=
∑

1≤i<j≤s

mi,j∑
k=1

Ai,j,k[Xi, Xj ]Ci,j,k,

where Ai,j,k, Ci,j,k ∈ Cs, and for each pair (i, j) we have {Ai,j,k : k ≤ mi,j}
is linearly independent over Z and {Ci,j,k : k ≤ mi,j} is linearly independent

over Z; moreover, it is not difficult to compute these expressions mod J2. Since

each element of J2 is an identity for Bp,n,�, we see that each such Q is an

identity for Bp,n,� if and only if each of P1, . . . , Pm are identities for Bp,n,�.

Now if Q is an identity for a ring Bp,n,�, then since X [Y, Z] = [Y, Z]Xp�

is

also an identity for Bp,n,�, we have

∑
1≤i<j≤s

mi,j∑
k=1

[Xi, Xj ]A
p�

i,j,kCi,j,k = 0

is an identity for Bp,n,� and since the square of the commutator ideal is zero,

we may replace each Ap�

i,j,kCi,j,k by their images in the commutative polynomial

ring over Fp. Then we consider the commutative polynomial ring

Fp[U1, . . . , Us, V1, . . . , Vs].

Then specializing Xi at the element(
Up�

i Vi

0 Ui

)
,

we see that an element of the form

∑
1≤i<j≤s

mi,j∑
k=1

[Xi, Xj ]A
p�

i,j,kCi,j,k = 0

is an identity for Bp,n,� if and only if

H :=
∑

1≤i<j≤s

mi,j∑
k=1

(Up�

i Vj+UjVi−Up�

j Vi−UiVj)A
p�

i,j,k(U1, . . . , Us)Ci,j,k(U1, . . . , Us)
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is an identity for Fpn . We let

κ := max{deg(Ai,j,k, Ci,j,k) : i < j, 1 ≤ k ≤ mi,j}.
We first consider the subcase when � ≤ n/2. In this case, if pn/2/4 > κ then

the total degree of H is at most

(pn/2 + 1)κ+ pn/2 ≤ pn/2 + pn/2 < pn,

since n ≥ 2. It then follows from Lemma 3.2 that the polynomial H must be

identically zero after we identify it with its image in Fp[U1, . . . , Us, V1, . . . , Vs].

In particular, taking the coefficient of Vj , we see that

Hj :=
∑
i�=j

mi,j∑
k=1

(−1)χ(i,j)(Up�

i − Ui)A
p�

i,j,k(U1, . . . , Us)Ci,j,k(U1, . . . , Us)

must be identically zero, when viewed as a commutative polynomial with coeffi-

cients in Fp, where χ(i, j) is 1 if i > j and is 0 otherwise. Thus we have reduced

the problem to deciding whether H1, . . . , Hs are zero mod p, and by Lemma 3.3

we can decide whether there exists a prime p for which this occurs. On the

other hand, there are only finitely many triples (p, n, �) with p prime, � ≤ n/2

and pn/2 < 4κ and we can check on a case-by-case basis whether P1, . . . , Pm are

identities for the algebras Bp,n,� by evaluating them at all s-tuples of elements

in these algebras and checking whether the results are always zero.

The second subcase is when we have a triple (p, n, �) with � > n/2. Then

applying the Fpn field automorphism given by x 
→ xpn−�

to our expression

for H and using the fact that ap
n

= a in Fpn , we see this is the case if and only

if

H ′ :=
∑

1≤i<j≤s

mi,j∑
k=1

(UiV
pn−�

j +Upn−�

j V pn−�

i −UjV
pn−�

i −Upn−�

i V pn−�

j )Ai,j,kC
pn−�

i,j,k

is an identity for Fpn , where the Ai,j,k and Ci,j,k are polynomials in the variables

U1, . . . , Us. Moreover, since the Vi’s are indeterminates and since the map

x 
→ xpn−�

is bijective on Fpn , this is the case if and only if

H ′′ :=
∑

1≤i<j≤s

mi,j∑
k=1

(UiVj + Upn−�

j Vi − UjVi − Upn−�

i Vj)Ai,j,kC
pn−�

i,j,k
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is an identity for Fpn . Since n−� ≤ n/2, we can now handle this in a completely

symmetric manner as we handled the first case when � ≤ n/2. Thus this case

is decidable.

Case II. P̄i is nonzero for some i.

In this case, we compute the gcd di of the coefficients of the monomials oc-

curring in each P̄i for i = 1, . . . , s. By assumption, at least one di is nonzero

and so if we let S denote the set of primes p which divide gcd(d1, . . . , dt) then

S is a finite set. To check whether there is some prime p ∈ S and some inte-

gers n and � such that P1, . . . , Pm are identities for Bp,n,�, we simply use the

procedure given in Case I above for these particular primes, since modulo p we

have P̄1= · · · = P̄s=0. Now for p �∈S we have that there is someQ∈{P̄1, . . . , P̄s}
that is not identically zero mod p. Then if P1, . . . , Pm are identities for Bp,n,�

then Q must be an identity for

Bp,n,i/([Bp,n,i, Bp,n,i]) ∼= Fpn .

In particular, Q ∈ (p,Xq
1 −X, . . . , Xq

s −X) ⊆ Z[X1, . . . , Xs] and is identically

zero mod p if the total degree of Q is strictly less than pn by Lemma 3.2. Thus

if we let Dp,Q be the total degree of Q mod p, then Dp,Q is equal to the total

degree of Q for all but a finite computable set of primes. Then if Dp,Q < pn,

then Q is not identically zero mod p and so by Lemma 3.2, Q is not an identity

for Fpn . Thus we may consider the pairs (p, n) with Dp,Q ≥ pn. But there are

only finitely many n and p not in S such that Dp,Q ≥ pn and moreover it is

easy to compute all such pairs (p, n). Once we have computed all eligible pairs

(p, n), they give rise to a finite number of eligible triples (p, n, �) and we can

again then test whether P1, . . . , Pm are identities for this finite set of allowable

algebras Bp,n,� via finitely many computations.

3.3. Decision procedures for algebras in the class Ap. We let J denote

the commutator ideal of Z{X1, . . . , Xs} generated by all commutators [Xi, Xj]

and we let I denote the sum of J2 and the ideal generated by the elements

[[Xi, Xj ], Xk]. Then all elements of I are identities for algebras in Ap and so

we first reduce P1, . . . , Pm mod I and we may assume that we have

(10) Pk = Hk +
∑
i<j

Ai,j,k[Xi, Xj ],

where Hk, Ai,j,k ∈ Cs, and where Cs is defined as in Equation (5)
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We now give an overview of the procedure we use to test whether there is a

ring in the class Ap for which P1, . . . , Pm are all simultaneously identities.

Step 1. We first compute P̄1, . . . , P̄s. If these are all zero, we go to Step 3;

otherwise, we go to Step 2.

Step 2. Use the theory of Gröbner–Shirshov bases to decide whether there is

an algebra in Ap for which P1, . . . , Pm are all identities and stop.

Step 3. Use Lemma 3.4 and the procedure described afterwards to decide

whether there is an algebra in Ap for which P1, . . . , Pm are all iden-

tities and stop.

The easier case is the third step in the procedure above, which we describe

now. For the following result, we let [S, S] denote the commutator ideal of a

ring S and we let [[S, S], S] denote the ideal generated by all elements [a, b] with

a ∈ [S, S] and b ∈ S.

Lemma 3.4: Let p be a prime and suppose that P1, . . . , Pm∈S :=Z{X1, . . . , Xs}
are polynomials with P̄1 = · · · = P̄m = 0. Then there exists R ∈ Ap for which

P1, . . . , Pm are identities for R if and only if

P1, . . . , Pm ∈ pS + [S, S]2 + [[S, S], S] + (Xp
1 −X1, . . . , X

p
s −Xs)[S, S].

Proof. Observe that every element of the ideal

pS + [S, S]2 + [[S, S], S] + (Xp
1 −X1, . . . , X

p
s −Xs)[S, S]

is an identity for the noncommutative ring

Fp{X,Y }/(X,Y )3 ∈ Ap

and so it suffices to prove that the converse holds.

Since each P̄i = 0 we have that Pi is in the commutator ideal for i = 1, . . . ,m.

Then since every element of Z{X1, . . . , Xs} is congruent to an element of Cs

modulo the commutator ideal, we see that, modulo

J := [[S, S], S] + [S, S]2,

we can write

Pk ≡
∑

1≤i<j≤s

Qi,j,k[Xi, Xj ] (mod J)
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with each Qi,j,k ∈ Cs. Since every element of J is an identity for every ring

in Ap, we may assume that Pk is in fact equal to∑
1≤i<j≤s

Qi,j,k[Xi, Xj]

for k = 1, . . . ,m. Now if there exist i, j, k and integers n1, . . . , ns such

that c := Qi,j,k(n1, . . . , ns) is not a multiple of p, then for R ∈ Ap there exist

x, y ∈ J(R) with [x, y] �= 0 and J(R)[x, y] = [x, y]J(R) = (0). Then if we

evaluate Pk at

(X1, . . . , Xs) = (n1, n2, . . . , ni + x, . . . , nj + y, . . . , ns),

we obtain c[x, y], since x[x, y] = y[x, y] = 0 in R. But this is a contradic-

tion since [x, y] �= 0 and Pk is assumed to be an identity for R. It follows

that Qi,j,k(n1, . . . , ns) is a multiple of p for all i, j, k and integers n1, . . . , ns. In

particular, Φ(Qi,j,k) is an identity for Fp and so by Lemma 3.2 it is in the ideal

(p,Xp
1 −X1, . . . , X

p
s −Xs). Since Qi,j,k ≡ Q̄i,j,k (mod [S, S]), we see that

P1, . . . , Pm∈pS+[S, S]2+[[S, S], S]+(Xp
1−X1, . . . , X

p
s −Xs)[S, S].

We now see how we can determine whether there is a prime number p and

an algebra R in the class Ap for which P1, . . . , Pm are all identities when

P̄1 = · · · P̄m = 0. We claim that this is the case if and only if there is a

prime p for which each Ai,j,k is an identity for Fp, where the Ai,j,k are as in

Equation (10). To see this, observe that using Equation (10) and the assumption

that P̄k = 0 for all k, we have

Pk =
∑
i<j

Ai,j,k[Xi, Xj ]

where Ai,j,k ∈ Cs. Now suppose that there is some Ai,j,k that is not an identity

for Fp. Then there are integers n1, . . . , ns such that p � Ai,j,k(n1, . . . , ns). We

now have that an algebra R ∈ Ap is generated by elements x and y in the

Jacobson radical of R and we set a� = n� for � �= i, j and we set ai = ni+x and

aj = nj + y. Then Pk(a1, . . . , as) = Ai,j,k(n1, . . . , ns)[x, y] �= 0 in R, since R

is noncommutative and of characteristic a power of p. Thus Pk cannot be an

identity for an algebra in Ap. Conversely, if each Ai,j,k is an identity for Fp then,

by Lemma 3.2, each Φ(Ai,j,k) ∈ (p,Xp
1 − X1, . . . , X

p
s − Xs)Z[X1, . . . , Xs]. In

particular, by Lemma 3.4 we see that there exists R ∈ Ap for which P1, . . . , Pm

are identities for R.
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Thus we have reduced the analysis in the case that P̄1, . . . , P̄s are all identi-

cally zero to the question of whether the polynomials Ai,j,k computed above are

all simultaneously identities for some Fp. If the Ai,j,k are identically zero, it is

immediate that all primes p work; on the other hand, if some Ai,j,k is nonzero

we let D denote its total degree and we let Dp denote the total degree of its

reduction modulo a prime p, then Dp = D for all but a finite computable set

of primes. Then by Lemma 3.2 if this Ai,j,k is an identity for Fp then p ≤ Dp.

Consequently, we can now handle the case when P̄1, . . . , P̄s are all identically

zero: we compute the finite set of primes p with p ≤ Dp and by evaluating each

polynomial Ai,j,k at each of the ps s-tuples of elements of Fp, we can determine

whether there is some prime p such that the Ai,j,k are all simultaneously identi-

ties for Fp. Thus it now suffices to show what to do in the case when P̄1, . . . , P̄s

are not all identically zero.

For the remaining case, we make use of Gröbner–Shirshov bases. The main

power of Gröbner–Shirshov bases is that they allow one to test ideal member-

ship. In particular, if one has a finite Gröbner–Shirshov basis for an ideal in

a finitely generated ring R, then one can decide whether the ring is commuta-

tive by testing whether the commutators of all generators have zero image in

the ring. There are, however, two potential pitfalls that arise when working in

the context of rings satisfying a certain set of polynomial identities. The first

problem is that one requires all specializations of the identities to be zero and

so one cannot guarantee that one is working with a finitely generated ideal;

the second issue is that for noncommutative algebras there are no guarantees

that the Gröbner–Shirshov algorithm terminates. Thankfully, we are able to

get around both of these problems in this setting.

We first give a brief overview of how to use Gröbner–Shirshov bases in general.

We let C be a finitely generated commutative ring and we let I be a finitely

generated two-sided ideal of the free C-algebra

R := C{x1, . . . , xs}.
For our purposes, we will assume in what follows that every ideal of C is prin-

cipal, which will hold in the setting we use. We put a degree lexicographic

order � on the monomials x1, . . . , xs by fixing some order on the elements

of {x1, . . . , xs}. Given an ideal I we then have a procedure (which need not

terminate) to produce a Gröbner–Shirshov basis for an ideal I in the algebra

C{x1, . . . , xs}. Then given a nonzero element g ∈ R we have an initial term,
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which is c · w with c ∈ C \ {0} and w ∈ {x1, . . . , xs}∗ such that g − c · w is

a C-linear combination of words in {x1, . . . , xs}∗ that are strictly less than w

with respect to the order ≺. Given a nonzero element f ∈ C{x1, . . . , xs}, we
let

(11) in(f) ∈ (C \ {0}){x1, . . . , xs}∗

denote the initial term of f .

Given a finite set of generators f1, . . . , fd for the ideal I there is a procedure

(see Bokut and Chen [10] and Mikhalev and Zolotykh [28, 29]) that produces a

possibly infinite set of generators h1, h2, . . . for I with the following properties:

(1) in(hi) �∈ (C \ {0}){x1, . . . , xs}∗in(hj){x1, . . . , xs}∗ for i �= j;

(2) if h ∈ I is nonzero then there is some j such that

in(h) ∈ (C \ {0}){x1, . . . , xs}∗in(hj){x1, . . . , xs}∗.

In particular, this gives a way of testing ideal membership: to test whether

f0 ∈ I, we simply check whether there is some hi such that

in(f) ∈ (C \ {0}){x1, . . . , xs}∗in(hi){x1, . . . , xs}∗;

if not, then f0 �∈ I and we may stop; if this is the case, we can find c ∈ C \ {0}
and a, b ∈ {x1, . . . , xs}∗ such that the monomial occurring in in(f0 − cahib) is

degree lexicographically less than the monomial in in(f0). It then suffices to

check that f1 := f − cahib ∈ I, and by applying the procedure above we obtain

a sequence f0, f1, . . . which must terminate since the collection of monomials is

well-ordered with respect to ≺; in particular, we either obtain that fn �∈ I for

some n, in which case f0 �∈ I; or we get fn = 0 for some n, in which case f0 is

in I.

We are now able to complete the analysis for the class Ap. We may assume

that P̄1, . . . , P̄m are not all zero and we let D denote the largest degree of a

nonzero element of {P̄1, . . . , P̄k} and we let d denote the gcd of the coefficients

occurring in the elements {P̄1, . . . , P̄m}. Then each monomial that occurs with

nonzero coefficient in an element from {P̄1, . . . , P̄k} is of the form X i1
1 · · ·X is

s

with 0 ≤ i1, . . . , is < D + 1. Then since the elements

i1 + i2(D + 1) + · · ·+ is(D + 1)s−1
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with 0 ≤ i1, . . . , is < D + 1 are pairwise distinct, we see that the univariate

polynomials

Gi(X) := Pi(X,XD+1 . . . , X(D+1)s−1

) = Φ(Pi)(X,XD+1, . . . , X(D+1)s−1

)

have the property that the gcd of the coefficients occurring in the elements

{G1(X), . . . , Gm(X)}
is again d; moreover, each Gi is of degree at most (D+1)s. Then there is some

i ∈ {1, . . . ,m} and some j ∈ {0, . . . , (D + 1)s} such that Gi(j) �= 0. We then

let N denote the gcd of all elements of the form Gi(j) with i ∈ {1, . . . ,m} and

j ∈ {0, . . . , (D + 1)s}, which we can compute. It follows that if P1, . . . , Pm are

identities for R then N = 0 in R. In particular, if |N | has prime factoriza-

tion pa1
1 · · · pas

s and R ∈ Ap is such that P1, . . . , Pm are identities for R then

p ∈ {p1, . . . , ps}, and if p = pi then pai

i = 0 in R.

So we will now give the procedure for dealing with this finite set of primes.

For p ∈ {p1, . . . , ps} we then have that if R ∈ Ap satisfies the identities

P1 = · · · = Pm = 0

then we have some fixed computable a such that pa = 0 (here a = ai, where i

is such that p = pi). Now if pa | d, then P̄1, . . . , P̄m all vanish on R and so

in the expression given in Equation (10), we have that each Hk vanishes on R;

in particular, in this situation, we may assume without loss of generality that

each Hk is identically zero and so we appeal to the earlier case we considered

where this occurs.

Thus we may assume that pa � d, and we let pb = gcd(pa, d) with b < a. Then

there is some k such that the gcd of pa and the coefficients occurring in Gk is

exactly pb. Then there are integer polynomials F and F ′ such that

Gk(X) = pbF (X) + pb+1F ′(X)

and such that F (X) is nonzero and no nonzero coefficient in F (X) is a multiple

of p. Then since Gk is an identity for R, we see that

pb(F (X) + pF ′(X))

( a−b−1∑
j=0

F (X)a−b−1−j(pF ′(X))j(−1)j
)
,

which is

pbF (X)a−b + (−1)a−b−1paF ′(X)a−b,
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is also an identity for R. Since pa = 0 in R, we then see that pbF (X)a is zero

on R. Now let t denote the smallest power of X that occurs with a nonzero

coefficient in F (X). By multiplying Gk by a unit in Z/paZ, we may assume

that the coefficient of Xt is 1 in F (X). Then t ≥ 1 since otherwise we would

have p � F (0), but by construction pa must divide pb(F (0) + pF ′(0)), so this

can’t be the case. Thus t ≥ 1. It follows that for u ∈ J(R) we have pbuat = 0

in R since pbF (u)a ∈ pbuat(1 + J(R)).

We now show how one can use Gröbner–Shirshov bases to complete the deci-

sion procedure in this remaining case. We claim that there is a noncommutative

ring R in the class Ap for which P1, . . . , Pm are all identities for R if and only if

S := Z{X,Y }/((pa, pb(X,Y )at) + L)

is noncommutative, where L is the finitely generated ideal generated by all

specializations of P1, . . . , Pm at elements of the form Xi =
∑

aww, where w

runs over words in X and Y of length less than at and aw ∈ {0, . . . , pa − 1}.
To see this, notice that since P1, . . . , Pm are identities for R, all elements of

L must be zero in R, and since pa = 0 in R, we see that R is a homomor-

phic image of S. Now it suffices to show that P1, . . . , Pm are identities for S.

Notice that if z1, . . . , zs ∈ S, then we may write zi = bi + ci with bi of the

form
∑

aww, where w runs over words in X and Y of length less than at and

aw ∈ {0, . . . , pa − 1}, and ci ∈ (pa, (X,Y )at). Then by construction

Pi(b1, . . . , bs) ∈ L.

Then using Equation (10),

Pi(z1, . . . , zs) = P̄i(z1, . . . , zs) +
∑

Ai,j,k[zj , zk] (mod I).

Since every coefficient of P̄i is divisible by pb and since the image of pb(X,Y )at is

zero in S, we see that the images of P̄i(z1, . . . ,zs) and P̄i(b1, . . . ,bs) are equal in S.

Similarly, since the images of (p,X, Y )[X,Y ] and [X,Y ](p,X, Y ) are zero in S we

see that the images of
∑

Ai,j,k(z1, . . . , zs)[zj , zk] and
∑

Ai,j,k(b1, . . . , bs)[bj , bk]

in S are equal. It follows that Pi(z1, . . . , zs) = Pi(b1, . . . , bs) = 0, and so we

have proved the claim.

Now we put a degree lexicographic order on the monomials in X and Y with

Y � X and we consider the finitely generated ideal generated by

pa, pj(X,Y )at, (p,X, Y )[X,Y ], [X,Y ](p,X, Y )
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along with the finitely many generators for L. Then by construction pY X ,

XYX , Y Y X , Y XX , and Y XY are all initial terms of elements of I. It follows

that every element of our Gröbner–Shirshov basis whose leading term is not on

the list

{pYX,XYX, Y Y X, Y XX, Y XY }

cannot be a multiple of one of these terms and hence must be (after multiplying

a suitable unit in Z/paZ) Y X or of the from αX iY j with α ∈ {1, p, . . . , pa−1}.
We now claim that I must have a finite Gröbner–Shirshov basis. To see this,

suppose that this is not the case. Then there must be an infinite collection

of elements f1, f2, . . . in our Gröbner–Shirshov basis whose initial terms are of

the form pkX iY j with k a fixed element in {0, 1, . . . , a− 1}. Thus we have

in(fi) = pkXaiY bi with the pairs (ai, bi) pairwise distinct, since the initial

terms of the fi are pairwise distinct. Moreover, for i �= j, in(fj) cannot be in

the monomial ideal generated by in(fi). Thus we see that for i �= j we must have

either ai < aj and bi > bj or ai > aj and bi < bj . Now let a = min{ai : i ≥ 1}
and pick i0 such that ai0 = a. We let b = bi0 . Then in(fi0) = pkXaY b and

since XaY b is not in the monomial ideal generated by XajY bj for j �= i0 and

since each aj ≥ a, we see that bj ≤ b for all j. A symmetric argument shows

that there is some c such that aj ≤ c for all j. But there are only finitely many

monomials of the form XeY f with e ≤ c and f ≤ b, which contradicts the fact

that the initial terms of our monomials are pairwise distinct. Thus I has a finite

Gröbner–Shirshov basis, which means, in particular, that the Gröbner–Shirshov

basis algorithm, applied to the ideal I, necessarily terminates. Then since ideal

membership is testable when one has a finite Gröbner–Shirshov basis, we can

test whether [X,Y ] ∈ I and, in particular, we can determine whether our ring

is commutative.

3.4. Examples of application of the algorithm. The algorithm above

makes use of the three types of rings that occur in the statement of Theorem 2.5.

We give a few examples to show how this algorithm can be applied in practice.

Example 3.5: The identity P (X,Y ) = X2Y 2+X4Y 2+XYXY forces a ring to

be commutative.
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Proof. If we follow the steps, we first compute P mod the commutator ideal in

terms of the basis {X iY j} and we get

P (X,Y ) = 2X2Y 2 +X4Y 2 −X [X,Y ]Y.

Since P̄ is nonzero, we see that taking X = 1, Y = 1 gives that 3 = 0 in R.

In particular, if there is a noncommutative ring for which P = 0 is an identity

then P must be an identity for U3, a ring of the form B3,n,i with n ≥ 2, or a ring

in A3 with 3 = 0. For U3, we compute and find that X = e1,1, Y = e1,2 + e2,2

gives P (X,Y ) = −e1,2 �= 0 and so P is not an identity for U3. For B3,n,i we

have the additional identity Z[X,Y ] = [X,Y ]Z3i and so if P = 0 is an identity

for B3,n,i then so is 2X2Y 2 + X4Y 2 − [X,Y ]X3iY = 0. Since B3,n,i mod its

commutator ideal is F3n , we have that 2X
2Y 2+X4Y 2 = 0 must be an identity

for F3n and so by Lemma 3.2, we must have n ≤ 1, a contradiction. Thus

P = 0 cannot be an identity for B3,n,i with n ≥ 2. Finally, if P = 0 is an

identity for a ring R in A3 with 3 = 0, then following the algorithm we find

that P (X,X) = 2X4 +X6 = −X4(1−X2) is an identity for R. Then we have

x4 = 0 for all x ∈ J(R) since 1− x2 is a unit whenever x ∈ J(R).

We now claim that J(R)7 = (0). To see this, since R ∈ A3, R is generated

by two elements u, v ∈ J(R), it suffices to show that all monomials in u and v

of length seven are equal to zero in R. Since R ∈ A3, we have

(0) = [R,R]J(R) = J(R)[R,R].

Now we suppose that some monomial w of length seven in u and v is nonzero.

Then since u4 = v4 = 0, after possibly switching the labels of u and v, w must

be of the form uavbw′ with 0 < a, b ≤ 3 and w′ a monomial of length 7−a−b ≥ 1

in u and v that starts with u. Among all such nonzero monomials, we pick one

with a maximal. Then since ua ∈ J(R), ua[vb, w′] = 0 in R and so

uaw′vb = uavbw′.

In particular, uaw′vb is nonzero. But uaw′ is a monomial with ua+1 as a prefix,

which contradicts the maximality of a. Thus we obtain the claim.

Since [[X,Y ], Z] = 0 is an identity for every ring in A3 we see that

2X2Y 2 +X4Y 2 − [X,Y ]XY = 0

is an identity in R. At this point in the algorithm we would normally use

Gröbner–Shirshov bases, which are computationally non-trivial, but in this case
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one can use an ad hoc argument to simplify things. Note that R is an F3-

algebra generated by elements u, v with (u, v)7 = (0). Then we first compute

all evaluations of P at F3-linear combinations of words of length at most 6 in u

and v. Doing this, we find that

0 = P (1 + u, 1 + v) ∈ v + J(R)2.

Since all elements in J(R)2 are central we then get [v, u] = 0 and so R is

commutative.

We give a second example, illustrating the other key case: when P is in the

commutator ideal.

Example 3.6: Let

P (X,Y ) =X2Y XY −X2Y 2X −XYX2Y

+XY 2X2 + Y X2Y X − Y XYX2.

Then there is a noncommutative ring R for which P = 0 is an identity.

Proof. To implement the algorithm, we compute P modulo the commutator

ideal, using the basis {X iY j}. Doing so, we find

P (X,Y ) = X [X,Y ]XY −X [X,Y ]Y X − [X,Y ]XYX + [X,Y ]Y X2.

Then for any ring R in the statement of Theorem 2.5 we have

[R,R]R[R,R] = (0)

and so P = 0 holds for R if and only if the identity

X [X,Y ]XY −X [X,Y ]XY − [X,Y ]X2Y − [X,Y ]X2Y = 0

holds for R. But since this is the identity 0 = 0, we see that in fact P is an

identity for every ring whose commutator ideal has square zero. In particular,

P = 0 is an identity for the ring U2.

The next example is a special case of the main result from [3], which is more

general in that it allows m and n to depend on the elements of the ring and

also allows there to be a sign that depends on the elements of the ring.

Example 3.7: If m,n ≥ 2 and have opposite parity and

P (X) = Xm −Xn,

then the identity P (X) = 0 forces a ring to be commutative.
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Proof. To apply the algorithm in practice one must have fixed m and n, but

we shall use ad hoc arguments to get around this restriction. First, we find

P (−1) = 0 gives that 2 = 0 in every ring for which P (X) = 0 is an identity.

Thus if there is a noncommutative ring for which P (X) = 0 is an identity then it

must hold for either U2, a ring of the form B2,n,i with n ≥ 2, or a ring from A2

with 2 = 0. The case of U2 is straightforward: take X = e1,1 + e1,2 + e2,2;

then Xk = 1 when k is even and Xk = X when k is odd, so Xm �= Xn in U2.

To actually apply the algorithm for B2,n,i, we would bound n in terms of the

degree of P for a fixed m and n and then check whether any of the resulting

finite set of rings have P = 0 as an identity. But we observe in this case we can

again take X = e1,1 + e1,2 + e2,2 and we get that Xm − Xn is a non-identity

for B2,n,i. Finally, if R is in A2 and we take X = 1+ u with u ∈ J(R) \ J(R)2,

then Xk ∈ 1 + J(R)2 if k is even and Xk ∈ 1 + u + J(R)2 if k is odd. In

particular, if Xm = Xn we see that u ∈ J(R)2, which is a contradiction. Thus

the identity P (X) = 0 forces a ring to be commutative.

4. Jacobson’s and Herstein’s theorems revisited

A famous theorem of Jacobson [21, Theorem 11] asserts that if a ring R has the

property that, for each x ∈ R, there exists an integer n(x) > 1 depending on x

with xn(x) = x (such rings are further called potent), then R is commutative. On

the other hand, Herstein [16] generalized this important assertion by proving

that if R is a ring with center Z(R) such that xn(x) − x ∈ Z(R) for every

x ∈ R, then R is necessarily commutative. A recent generalization of Jacobson’s

result is given in [3]: If R is a ring such that, for any x ∈ R, there are two

integers n(x) > m(x) > 1 of opposite parity with xn(x) = xm(x), then R is

commutative.

So, taking into account the statements alluded to above, it is quite logical

to consider those rings R for which xn(x) − xm(x) ∈ Z(R). However, the next

construction illustrates that situation is more complicated than one might an-

ticipate. In fact, if p ≥ 3 and we take R = Fp{x, y}/J , where J is the ideal

(x, y)3 (the cube of the homogeneous maximal ideal), then every element a in R

can be written as c+ u with c in Fp and u in the homogeneous maximal ideal.

Since u3 = 0 and p ≥ 3, we see that (c + u)p = cp + up = c and so a2p − ap is

a central element for all a in R. Notice R is not commutative since xy − yx is
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not in J by construction. Thus additional conditions are required to obtain a

commutativity theorem.

The following result gives some further advantage in discovering the discrep-

ancies in commutativity of rings when we involve the center Z(R).

Theorem 4.1: Let P (X) ∈ Z[X ] be a polynomial. Then the following state-

ments hold:

(1) there is a noncommutative ring R for which P (X) = 0 is an identity if

and only if there is a prime p such that P (X) ∈ (p, (Xp −X)2)Z[X ];

(2) there is a noncommutative ring R for which P (X)Y = Y P (X) is an

identity if and only if there is a prime p such that the first derivative,

P ′(X), of P (X) is in the ideal

(p,Xp −X)Z[X ].

Proof. If P (X) ∈ (p, (Xp − X)2), then P (X) = 0 is an identity for the non-

commutative ring Up and if P ′(X) ∈ (p,Xp − X), then [P (X), Y ] = 0 is an

identity for the (noncommutative) ring Fp{u, v}/(u, v)3. Thus one direction is

immediate.

We now consider the more difficult direction. Suppose that there is a ring R

that is not commutative for which P (X) = 0 is an identity. Then we may

assume that R lands in one of the cases (a)–(c) given in the statement of Theo-

rem 2.5. In particular, there is some prime p and some m ≥ 1 such that R has

characteristic pm. In all cases, R/J(R) contains a subring isomorphic to Fp and

so Xp − X must divide P (X) mod p, since P (X) must be an identity for Fp.

Thus we may write P (X) = (Xp −X)Q(X) modulo p. Now let u = α + [s, t]

with α ∈ Z and [s, t] a nonzero commutator in R. We now consider two cases.

The first case is when R is an Fp-algebra. Then since [R,R]2 = p[R,R] = 0,

0 = P (u) = ((αp − α)− [s, t])Q(u).

Moreover, since αp − α = 0 in R, we have

P (u) = ((αp − α)− [s, t])Q(u) = −[s, t]Q(α).

So we must have Q(α) = 0 in R for every α ∈ Z, which implies that

Xp −X | Q(X) (mod p),
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and so we are done in this case. Alternatively, R has characteristic pm with m

strictly larger than 1 and so for v ∈ R we have

0 = P (v + pm−1) = P (v) + pm−1P ′(v) = pm−1P ′(v).

It follows that pm−1P ′(X) is also an identity for R and since R has character-

istic pm, we see that p | P ′(α) for every α ∈ Z and so P (X) ∈ (p, (Xp −X)2)

as required.

Next suppose that P (X) ∈ Z[X ] is a polynomial and that there exists a

ring R which is not commutative such that P (X)Y −Y P (X) = 0 is an identity

for R. Then again we may assume that R is covered by one of the cases (a)–(c)

given in the statement of Theorem 2.5, and so there is a prime p and m ≥ 1

such that pmR = (0). We first consider the case when not all commutators are

central. Then R is not in the class Ap and so it is an Fp-algebra. Then there

exist u, v and z in R such that [[u, v], z] �= 0. But since [u, v]2 = 0, one has

for α ∈ Fp that

P (α+ [u, v]) = P (α) + P ′(α)[u, v]

and so since [P (α + [u, v]), z] = 0, we see that P ′(α) = 0 for all α ∈ Fp. In

particular, Xp − X divides P ′(X) mod p, and so we obtain the result in this

case.

We now consider the case when all commutators are central in R and so R is

in the class Ap. Given ideals I and J of R, we let [I, J ] denote the two-sided

ideal of R generated by commutators [u, v] with u ∈ I and v ∈ J . Then, in this

case, [[R,R], R] = (0) and [R,R]2 = (0). For x, y ∈ R,

P (x)y − yP (x) ≡ P ′(x)[x, y] (mod L),

where L = [[R,R], R]. Since the annihilator of nonzero commutators contains

the Jacobson radical and since R/J(R) ∼= Fp, we therefore see that P
′(X) is an

identity for a finite field of characteristic p. In particular,

P ′(X) ∈ (p,Xp −X)Z[X ],

and so we get the result in this case too.

We point out that Theorem 1.1 shows that one can decide whether there is

some prime p for which either (1) or (2) holds in the statement of Theorem 4.1.

In this case, however, the decision procedure can be performed much more

quickly. For example, for (1), if P (X) has degree d and is nonzero, one can

find some i ∈ {0, . . . , d} such that N := P (i) is nonzero. If P (X) is an identity
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for a ring R, then N = 0 in R and so if there exists a prime p for which

P (X) ∈ (p, (Xp−X)2) then p | N . For the finite set of primes p for which p | N
one can then check whether P (X) is in this ideal. The condition (2) can be

checked similarly.

As a consequence, we obtain a general commutativity theorem.

Corollary 4.2: Let a and b be positive integers with a > b. A ring satisfying

the identity

[Xa −Xb, Y ] = 0

is necessarily commutative if and only if one of the following conditions hold:

(1) b = 1;

(2) gcd(a, b) = 1 and a and b have opposite parity.

Proof. Let P (X) = Xa −Xb. It suffices to show that there is a prime p such

that P ′(X) ∈ (p,Xp − X) if and only if b > 1 and either gcd(a, b) > 1 or a

and b have the same parity.

Notice P ′(X) = Xb−1(aXa−b − b) and so if b = 1, then P ′(X) = aXa−b − 1,

which is nonzero mod p when X = 0 and hence there is no prime p such that

P ′(X) �∈ (p,Xp − X) in this case. Next suppose that gcd(a, b) = 1 and a

and b have opposite parity. In particular, there is no prime p such that p2 − p

divides a − b, since p2 − p is always even. If there is some prime p such that

P ′(X) ∈ (p,Xp −X), then since P ′(1) = a− b, p|a− b and so

P ′(X) ≡ aXb−1(Xa−b − 1) (mod p).

Since gcd(a, b) = 1, we then see p � a and thus if P ′(X) ∈ (p,Xp − X) then

Xp−1−1 must divide Xa−b−1 mod p, and so (p−1) | a−b. Thus p(p−1) | a−b,

a contradiction, since they have opposite parity. Then, by Theorem 4.1, a ring

satisfying the identity [Xa − Xb, Y ] = 0 with a and b satisfying the above

conditions is necessarily commutative.

To see the other direction, suppose that b > 1 and either gcd(a, b) > 1 or 2 di-

vides a−b. If there is some prime q such that q| gcd(a, b), then P ′(X)≡0 (mod q),

and so Theorem 4.1 (2) then shows that the condition gcd(a, b) = 1 is necessary.

If b > 1 and 2 divides a − b, then P ′(X) ≡ aXb−1(Xa−b − 1) (mod 2). Since

b > 1, it follows that P ′(0) ≡ 0 (mod q); and since X−1 divides P ′(X) mod 2,

it must be that P ′(X) ∈ (2, X2 −X), and so we see necessity of the condition

that a and b have opposite parity from Theorem 4.1 (2).
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Notice one can rephrase Corollary 4 as follows:

Corollary: Let R be a ring and n, m fixed integers greater than 1 of opposite

parity such that gcd(m,n) = 1. If, for all x ∈ R, xn − xm ∈ Z(R), then R is

necessarily commutative.

We point out that this somewhat extends the above-mentioned results

from [16] and [3] for fixed degrees. The general form of the results from [16]

and [3] suggest the following should hold.

Conjecture: Suppose that R is a ring such that for every x ∈ R there exist

positive integers a = a(x) and b = b(x), depending on x, such that:

(1) xa − xb is central;

(2) either b = 1 or gcd(a, b) = 1 and a and b have opposite parity.

Then R is commutative.

We give one last application of the algorithm described in §3. Herstein [18]

considered rings R for which the identity (XY )n = XnY n holds for some n ≥ 2.

In this case, he showed that the commutator ideal is necessarily nilpotent.

Theorem 4.3: Let S ⊆ N. Then there is a noncommutative ring satisfying the

identities (XY )n = XnY n for every n ∈ S if and only if there exists a prime p

such that p | (n2) for every n ∈ S.

Proof. Suppose first that there is a prime p such that
(
n
2

)
is a multiple of p

for every n ∈ S. Consider the noncommutative ring R := Fp{X,Y }/(X,Y )3.

Then there is a homomorphism φ : R → Fp such that for each a ∈ R we

have a = α(a) + j(a), where j(a) is in the Jacobson radical of R. In par-

ticular, since J(R)3 = (0), we have ap = α(a)p = α(a) when p ≥ 3 and we

have a4 = α(a) when p = 2. If n ∈ S, then by assumption
(
n
2

)
is a multiple

of p. Thus p|n or p|(n + 1) when p is odd and n ≡ 0, 1 (mod 4) when p = 2.

In either case, we see that anbn = (ab)n since the left- and right-hand sides are

both either α(ab)n/p or α(ab)(n−1)/pab, depending on whether n is a multiple

of p or is 1 mod p.

Next suppose that for every prime p there is some n ∈ S such that
(
n
2

)
is

not a multiple of p and suppose to the contrary that there is a noncommutative

ring R with the property that (ab)n = anbn for all a, b ∈ R and all n ∈ S. Then

there is some prime p such that the identities (XY )n = XnY n, for n ∈ S, hold
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in one of the rings given in the statement of Theorem 2.5. Notice that such an

identity cannot hold in Up, since the elements a = e1,1 and b = e1,2 + e2,2 are

both idempotent and so anbn = ab = e1,2 while (ab)n = 0 for n ≥ 2. We next

consider the rings Bp,n,i. Let

m =
pn − 1

gcd(pn − 1, pi − 1)
.

Then m ≥ (pn − 1)/(pn/2 − 1) ≥ p + 1 and so m is either a multiple of

an odd prime or a multiple of 4. Then by assumption there is some n such

that n �≡ 0, 1 (modm). We pick such an n ∈ S and write n = mn0 + b with

b ∈ {2, . . . ,m− 1}. For λ ∈ Fq we let

aλ =

(
λpi

0

0 λ

)

and

bλ =

(
λpi

1

0 λ

)
.

Then by assumption

(12) anλb
n
λ = (aλbλ)

n.

Then for λ such that λpi �= λ, computing the (1, 2)-entry of both sides of

Equation (12) gives

λpin ·
(λpin − λn

λpi − λ

)
= λpi ·

(λ2pin − λ2n

λ2pi − λ2

)
.

Then a simple computation shows that this holds only when either λ(pi−1)n = 1

or 1 = λ(pi−1)(n−1). Since n �≡ 0, 1 (mod m), we see there is some λ ∈ Fq

with λpi �= λ such that λ(pi−1)n �= 1 and λ(pi−1)(n−1) �= 1, contradicting the

fact that the identity (XY )n = XnY n holds in Bp,n,i.

Finally, we consider rings in the class Ap. So suppose that (XY )n = XnY n,

for each n ∈ S, is an identity for a ring R in Ap for some prime p. Then

by assumption there is some n ∈ S such that p �
(
n
2

)
. Then there is some

smallest k ≥ 1 such that pk = 0 in R. Let α : R → Z/pkZ be the surjection

obtained by reducing modulo the nilpotent radical. Then if a ∈ R we have

a = α(a) + x(a) for some x(a) ∈ J(R). Moreover, there is some fixed m such
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that xpm

= 0 for every x ∈ J(R) and m ≥ 2 if p = 2. Since n �≡ 0, 1 (mod pm),

we can write n = pmn0 + b with b ∈ {2, . . . , pm − 1}. Then for u ∈ R we have

un = upmn0+b = α(u)p
mn0ub.

Thus if G is the subgroup of R∗ consisting of elements of the form 1 + x

with x ∈ J(R), we have xbyb = (xy)b for all x, y ∈ G. Notice, however, that G is

a finite p-group and hence is nilpotent. Moreover, G generates R as a Z-algebra

and since R is noncommutative, G must be a nonabelian nilpotent group. In

particular, G has a normal subgroup N such that H := G/N has the prop-

erty that H/Z(H) is abelian, where Z(H) is the centre of H . It follows that

there exist x, y ∈ H such that yx = zxy with z ∈ Z(H). Since xbyb = (xy)b

in G this holds in H and so xbyb = (xy)b = z(
b
2)xbyb. Since H is a p-group,(

b
2

)
must be a multiple of p. Since

(
n
2

) ≡ (
b
2

)
(mod p), we see that p | (n2), a

contradiction.

Remark 4.4: Herstein [18] also considered the case of identities of the form

(X + Y )n = Xn + Y n.

Here the answer is simpler for which sets S of natural numbers allow there to be

a noncommutative ring such that (X + Y )n = Xn + Y n for every n ∈ S. This

can only be the case if there is a prime p such that S ⊆ Tp := {p, p2, p3, . . .}
when p is odd; and S ⊆ T2 := {4, 8, . . .}. To see this, observe that these

identities hold for all n ∈ Tp for the ring Fp{X,Y }/(X,Y )3. On the other

hand, if (X + Y )n = Xn + Y n holds for a ring occurring in the statement of

Theorem 2.5, it must also hold on Fp for some prime p, since this is always a

subring of a homomorphic image of these rings. But then it is easily checked

that this forces n to be a power of this fixed prime. In the special case p = 2,

the identity (X + Y )2 = X2 + Y 2 forces a ring to be commutative.

5. Multilinear identities that force commutativity

In this brief section we give a proof of a general result that in particular implies

Theorem 1.2 when we take S below to comprise a single identity.

Theorem 5.1: Let S be a set of homogeneous multilinear polynomials with

integer coefficients. Then there is a noncommutative ring R for which every

element of S is an identity if and only if there is some fixed prime p such that
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whenever P (X1, . . . , Xm) =
∑

σ∈Sm
cσXσ(1) · · ·Xσ(m) ∈ Z{X1, . . . , Xm} is an

element of S the following hold:

(1) p | P (1, 1, . . . , 1),

(2) p | Θi,j(P ) for 1 ≤ i < j ≤ m,

where the Θi,j(P ) are as defined in Equation (1). Moreover, if there is such a

prime p for which these conditions hold, then every element of S is an identity

for the noncommutative ring Fp{U, V }/(U2, V 2, UV ).

Proof. If the elements of S are identities for a noncommutative ring R, then

by Theorem 2.5 there is a prime p such that there is a ring R from one of

the three classes of rings associated to the prime p from the statement of the

theorem for which each element of S is an identity. Then if P (X1, . . . , Xm) ∈ S,

P (1, 1, . . . , 1) = 0 in R and so p | P (1, 1, . . . , 1). Notice that if i < j and we

specialize P (X1, . . . , Xs) taking Xk = 1 for k �= {i, j} and Xi = r and Xj = s

with r, s ∈ R such that [r, s] �= 0, then P (X1, . . . , Xs) becomes

Θi,j(P )rs+ (P (1, 1, . . . , 1)−Θi,j(P ))sr.

Then since P (1, 1, . . . , 1) = 0 inR and rs−sr �= 0 we see that Θi,j(P ) annihilates

rs−sr and hence it must have non-trivial gcd with the characteristic of R, which

is a power of p. It follows that p | Θi,j(R) whenever i < j. Thus we see the

necessity of these conditions.

Now suppose that there exists a prime p such that wheneverP (X1, . . .,Xm)∈S,

we have p | P (1, 1, . . . , 1) and p | Θi,j(P ) whenever i < j. Consider the ring

S := Fp{U, V }/(U2, V 2, UV )

and let u and v denote the images of U and V in S respectively. Then S is

a noncommutative 4-dimensional Fp-algebra with basis T = {1, u, v, vu}. We

claim that P is an identity for S. To see this, since P is multilinear, it suffices

to show that P vanishes whenever it is evaluated at s-tuples in Ts. Moreover, if

z1, . . . , zm in S commute then P (z1, . . . , zm) = P (1, 1, . . . , 1)z1 · · · zm = 0 and,

since vu and 1 are central in S, we then see that it suffices to consider s-tuples

in Ts with at least one copy of u and at least one copy of v. Moreover, since

(u, v)3 = (0), we now see it suffices to consider s-tuples with exactly one copy of

u, exactly one copy of v, and all other elements equal to 1. If we take i < j and

Xi = u, Xj = v, and Xk = 1 for k �= i, j, then when we specialize P at these

values of X1, . . . , Xm we obtain Θi,j(P )[u, v] = 0, since p | Θi,j(P ). Thus P
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vanishes at all s-tuples in Ts and so it is a polynomial identity for S. The result

follows.

To give an example of how to apply Theorem 5.1, observe that if m = 3 and

P (X1, X2, X3) =
∑
σ∈S3

Xσ(1)Xσ(2)Xσ(3),

then P (1, 1, 1) = 6 and Θi,j(P ) = 3 for 1 ≤ i < j ≤ 3. Then we see that the

conditions in the statement of the theorem are satisfied with the prime p = 3

and P = 0 is an identity for the ring F3{U, V }/(U2, V 2, UV ), which has 81

elements.

In light of Theorem 5.1, it is natural to ask for a finite set of identities

that generate the identities for the ring Fp{U, V }/(U2, V 2, UV ), since these

are the identities that do not help in the context of proving commutativity for

multilinear identities.

Notice that

(13)

(Zp
1 − Z1)Z2(Z

p
3 − Z3)Z4(Z

p
5 − Z5) = 0 [[Z1, Z2], Z3] = 0

(Zp
1 − Z1)Z2[Z3, Z4] = 0 [Z1, Z2]Z3[Z4, Z5] = 0

[Z1, Z2]Z3(Z
p
4 − Z4) = 0 p = 0

are polynomial identities for Fp{U, V }/(U2, V 2, UV ). We point out this is not a

minimal set: for example, one can deduce the identity [Z1, Z2]Z3(Z
p
4 −Z4) = 0

from the identities

[[Z1, Z2], Z3] = 0 and (Zp
1 − Z1)Z2[Z3, Z4] = 0.

We choose, however, to work with this set of identities, as it is convenient

to work with. The following result shows that these identities generate the

identities for Fp{U, V }/(U2, V 2, UV ).

Proposition 5.2: Let p be a prime number. Then every polynomial identity

for Fp{U, V }/(U2, V 2, UV ) is generated by the identities given in Equation (13).

Proof. We make use of the notation from Section 3 in this proof. Let

P (X1, . . . , Xs) ∈ Z{X1, . . . , Xs}
be an identity for

R := Fp{U, V }/(U2, V 2, UV )
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and let u and v denote the images of U and V respectively in R. Since we have

the identity p = 0 at our disposal, we may work over Fp{X1, . . . , Xs} instead,

so we assume now that P ∈ Fp{X1, . . . , Xs} and we adjust Cs and the maps Φ

from items (5) and (6) to reflect that our base is now Fp. Given two identities P1

and P2, we’ll write P1 ≡ P2 if the identity P1 − P2 is implied by the identities

in Equation (13).

Our goal is to show that the identity P = 0 is implied by the identities in

Equation (13). Then since R/([R,R]) ∼= Fp, Φ(P ) is an identity for Fp. Hence

by Lemma 3.2, Φ(P ) ∈ (Xp
1 −X1, . . . , X

p
s −Xs)Fp[X1, . . . , Xs]. So we have

Φ(P ) = (Xp
1 −X1)A1 + · · ·+ (Xp

s −Xs)

for some A1, . . . , As ∈ Fp[X1, . . . , Xs]. Then notice that since P is an identity

for R, Φ(P ) must be an identity for every commutative subring of R. Thus Φ(P )

is an identity for

Fp[vu] = Fp ⊕ Fp · vu.
Then if we take (λ1, . . . , λs) ∈ Fs

p and we specialize Xj = λj for j �= i

and Xi = λi + vu, then Xp
j − Xj becomes zero for j �= i and Xp

i − Xi be-

comes −vu. Then the fact that Φ(P ) is an identity for Fp[uv] gives

−vuAi(λ1, . . . , λs) = 0

for every (λ1, . . . , λs) ∈ Fs
p. Hence A1, . . . , As are also identities for Fp. Thus

we can in fact write Φ(P ) as∑
1≤i≤j≤s

(Xp
i −Xi)(X

p
j −Xj)Qi,j

with the Qi,j ∈ Fp[X1, . . . , Xs]. Since Φ(P − P̄ ) = 0, we then have that there

are Q̂i,j ∈ Cs for 1 ≤ i ≤ j ≤ s with Φ(Q̂i,j) = Qi,j and so

P −
∑

1≤i≤j≤s

(Xp
i −Xi)(X

p
j −Xj)Q̂i,j

is in the commutator ideal of Fp{X1, . . . , Xs}. Hence

(14) P =
∑

1≤i≤j≤s

(Xp
i −Xi)(X

p
j −Xj)Q̂i,j +

∑
1≤i<j≤s

mi,j∑
k=1

Bi,j,k[Xi, Xj ]Ci,j,k,

for some integers mi,j and polynomials Bi,j,k, Ci,j,k ∈ Z{X1, . . . , Xs} for i and j

with 1 ≤ i < j ≤ s and k = 1, . . . ,mi,j . Since [[Z1, Z2], Z3] = 0 is an identity in
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Equation (13), we can reduce our expression for P modulo these identities and

we have
mi,j∑
k=1

Bi,j,k[Xi, Xj ]Ci,j,k ≡ [Xi, Xj]

(mi,j∑
k=1

Bi,j,kCi,j,k

)
.

Thus if we let

Di,j =

mi,j∑
k=1

Bi,j,kCi,j,k

for 1 ≤ i < j ≤ s, we see we may assume that our identity P is of the form

(15)
∑

1≤i≤j≤s

(Xp
i −Xi)(X

p
j −Xj)Q̂i,j +

∑
1≤i<j≤s

[X1, Xj]Di,j .

Moreover, since [Z1, Z2]Z3[Z4, Z5] = 0 is an identity in Equation (13), we may

again work modulo the equivalence above and assume without loss of generality

that each Di,j ∈ Cs.

We now fix i and j with i < j. We let (λ1, . . . , λs) ∈ Fp and we specialize

our variables with Xk = λk for k �= i, j, Xi = λi + u, Xj = λj + v. Then for

k ≤ �, (Xp
k −Xk)(X

p
� −X�) becomes zero unless (k, �) = (i, j), but in this case

it becomes −uv, which is also zero. On the other hand, [Xk, X�] becomes zero

under this specialization unless (k, �) = (i, j) and [Xi, Xj ] becomes −vu �= 0.

Then since (u, v)3 = (0), we see that under this specialization Equation (15)

becomes −vuDi,j(λ1, . . . , λs), and so Di,j is an identity for Fp. Then Lemma

3.2, gives that Di,j is in the ideal generated by Xp
k−Xk for 1 ≤ k ≤ s along with

the commutators [Xk, X�] for 1 ≤ k < � ≤ s. But this means that [Xi, Xj]Di,j

is an identity for R and that it is implied by the identities [Z1, Z2]Z3[Z4, Z5] = 0

and [Z1, Z2]Z3(Z
p
4 −Z4) = 0 given in Equation (13) for 1 ≤ i < j ≤ s. Thus we

can further reduce modulo our equivalence and assume that P is of the form∑
1≤i≤j≤s

(Xp
i −Xi)(X

p
j −Xj)Q̂i,j .

Now we fix i and j with 1 ≤ i < j ≤ s. For (λ1, . . . , λs) ∈ Fp, we specialize

Xk = λk for k �= i, j andXi = λi+v, Xj = λj+u. Then under this specialization

(Xp
i −Xi)(X

p
j −Xj) becomes vu �= 0 but (Xp

k −Xk)(X
p
� −X�) becomes zero

for 1 ≤ k ≤ � ≤ s and (k, �) �= (i, j) (the case when k = � = i and k = � = j

follow from the fact that both u2 and v2 are zero in R).

Thus ∑
1≤i≤j≤s

(Xp
i −Xi)(X

p
j −Xj)Q̂i,j
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specializes to vuQ̂i,j(λ1, . . . , λs), and so Q̂i,j is an identity for Fp for i < j.

Thus Lemma 3.2 gives that Q̂i,j is in the ideal Xp
k − Xk for 1 ≤ k ≤ s along

with the commutators [Xk, X�] for 1 ≤ k < � ≤ s. Again, since

(Zp
1 − Z1)Z2(Z

p
3 − Z3)Z4(Z

p
5 − Z5) = 0 and (Zp

1 − Z1)Z2[Z3, Z4] = 0

are identities in Equation (13), we see that (Xp
i −Xi)(X

p
j −Xj)Q̂i,j is an identity

for R and that it is implied by the identities in Equation (13) for i < j. Thus

we may further reduce our identity modulo the equivalence above and assume

that our identity is of the form

s∑
i=1

(Xp
i −Xi)(X

p
i −Xi)Q̂i,i.

Now we fix i ∈ {1, . . . , s} and, for (λ1, . . . , λs) ∈ Fp, we specialize Xk = λk

and Xi = λi + u+ v. Then Xp
k −Xk becomes zero under this specialization for

k �= i and (Xp
i − Xi)

2 becomes vu. Thus the same argument as above shows

that Q̂i,i is an identity for Fp and that (Xp
i −Xi)(X

p
i −Xi)Q̂i,i is implied by

the identities in Equation (13) for i = 1, . . . , s. Thus P ≡ 0 and the result now

follows.

We point out that, beyond traditional polynomial identities, there is a large

body of work dealing with functional identities, which are more general and have

been developed by Brešar and others (see, for example, [11, 12]). Many natural

classes of functional identities yield commutativity theorems—for example, the

fixed-degree case of Herstein’s result on multiplicative commutators in division

rings [19] can be cast in this framework—and it is natural to ask to what extent

the results given here can be extended to this more general framework.

We conclude this paper by raising a question. Theorem 1.1 is a theorem

for ring identities, but one can instead fix a finitely generated commutative

Z-algebra C (e.g., the ring of integers in a number field or a finite field) and

work in the category of C-algebras and consider polynomial identities with

coefficients in C. It is possible that the approach we use could be used to deal

with certain interesting classes of commutative base rings C, but we do not know

of an algorithm that works for a general finitely generated commutative base

ring C. We note, however, that our approach applies to the case when C is a

homomorphic image of Z: in this case one can lift the identities to identities over

the integers; the condition that our rings be C-algebras then puts an additional

constraint on the characteristic of the ring when C �= Z. In particular, we can
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use the algorithm provided in §3, but where we restrict our focus to rings in the

various classes whose characteristic divides the characteristic of C.

Question 2: Let C be finitely generated commutative ring. Given a finite pre-

sentation of C and a finite set of polynomial identities P1 = · · · = Pm = 0, with

P1, . . . , Pm ∈ C{X1, . . . , Xs} for some s ≥ 1, is there a decision procedure that

takes the data from the presentation of C and the polynomials P1, . . . , Pm as

input and decides after a finite number of steps whether or not every C-algebra

for which these identities all simultaneously hold is commutative?

This question is especially interesting in the cases when C is either a number

ring (i.e., the ring of algebraic integers in a finite field extension of Q) or when C

is a finite field. In these cases, one might be able to extend the approach given in

this paper to this setting, although it would require an extension of Theorem 2.5

to such C-algebras.

Funding. The work of Jason P. Bell was supported by NSERC Discovery

Grant RGPIN-2016-03632. The work of Peter V. Danchev was partially sup-

ported by the Bulgarian National Science Fund under Grant KP-06 No 32/1 of

December 07, 2019.

References

[1] E. Aljadeff, A. Kanel-Belov and Y. Karasik, Kemer’s theorem for affine PI algebras over a

field of characteristic zero, Journal of Pure and Applied Algebra 220 (2016), 2771–2808.

[2] N. Alon, Combinatorial Nullstellensatz, Combinatorics, Probability, and Computing 8

(1999), 7–29.

[3] D. D. Anderson and P. V. Danchev, A note on a theorem of Jacobson related to periodic

rings, Proceedings of the American Mathematical Society 148 (2020), 5087–5089.

[4] A. Belov, On non-Specht varieties, Fundamentalnaya i Prikladnaya Matematika 5 (1999),

47–66.

[5] A. Belov, Counterexamples to the Specht problem, Matematicheskĭı Sbornik 191 (2000),
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[11] M. Brešar, Functional identities: a survey, in Algebra and its Applications (Athens, OH,

1999), Contemporary Mathematics, Vol. 259, American Mathematical Society, Provi-

dence, RI, 2000, pp. 93–109.
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