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Abstract

Trust is important for electronic markets due to the intrinsic uncertainty and risk as-
sociated with electronic transactions. The paper presents a game-theoretic and a
decision-theoretic models of trust. The game-theoretic model is applied to the prob-
lem of learning trust through repeated interactions. We show that it is not beneficial
for a person always to honor trust. Instead, it could be better to alternate between hon-
oring and abusing trust so that to keep one’s trustworthiness above a certain threshold.

The paper analyzes the impact of trust on electronic market efficiency. It is shown that
if economic agents hold accurate trust estimates about one another, then the social
welfare, the amount of trade and the agents’ utility levels are maximized. We also show
that market efficiency does not require complete trustworthiness.

The paper discusses various mechanisms that make agents truthfully reveal their level
of trustworthiness before the beginning of every transaction. Honest reporting at the
first stage of interaction informs other agents about possible risks and helps them form
realistic expectations about possible outcomes.

1 Introduction

The concept of trust is essential to transactions in complex and dynamic systems with a
high degree of interdependence. In such systems, the outcomes of an action depend not
only on a single actor, but also on the actions of a number of external actors and chance
events. Interdependencies often introduce an element of risk of failure, damage, loss,
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inadvertent or malicious behavior, etc. Agents can fail to perform their tasks or to meet
their commitments due to lack of incentives, lack of ability, or circumstances beyond
their control. For example, a buyer may have to pay for a product before it is delivered
and it may not be certain whether the product will be delivered on time. Problems could
arise from events outside the control of the buyer. For instance, the seller may deliver
a product of inferior quality, the product may get delayed because of transportation
problems, or somebody can damage the product during transportation. In general, the
actors affecting the final outcome of an action may be totaly unknown, their intentions
and incentives could be difficult to predict, and their skills and knowledge could be
difficult to envisage.

This naturally leads to the idea of trust. Everything that is impossible or costly to
secure needs to be trusted. The concept of trust has been a subject of continuous interest
in different research areas, including computer security [1], multiagent systems [2, 3, 4,
5], sociology [6], risk management [7, 8], economics and game-theory [9, 10, 11, 12].

Trust is usually considered a belief that an entity will perform in a favorable way.
In other words, an actor takes the risk to depend on an entity which has partial or full
control over a situation. Whether the outcome of the situation is favorable to the actor
depends on the entity. For example, when a buyer is buying a second hand car, the
buyer might need to trust the car dealer to sell him a good car. It is usually the case that
the dealer has better information than the buyer about the quality and the condition of
the car. If the buyer believes that the dealer is likely to withhold important information
about the car, the buyer would certainly choose another car dealer.

Reputation is another concept [10] that is close to the notion of trust. It is worth
noting, however, that the concept of reputation is more general than trust. An agent
may have the reputation of being trustworthy, honest, aggressive, tough, etc. There-
fore, the notion of reputation involves establishing and maintaining some individual
characteristics which are publicly observable. Trust, on the other hand, could be based
on private information. For example, an agent may be trustworthy without having any
public reputation. Despite the difference between them, both trust and reputation can
be used as a capital asset. Economic research [13] reveals that in their economic activ-
ity firms tend to convert their financial capital into reputational capital and vice versa.
That is, in order to increase their reputation firms may be willing to invest some fi-
nancial capital, or in order to increase their financial capital firms may be willing to
sacrifice their reputation.

Reputation systems [14] have long been used as a means for measuring trustwor-
thiness. Their use, however, is limited by several factors:

e In m‘any cases, obtaining reputation rankings may be impossible. Internet pro-
vides vast opportunities to interact with total strangers for whom there is no
history of previous transactions.

e Information obtained from reputation databases or recommender systems is usu-
ally too general to be applied to the context of a particular transaction.

e The coverage of current reputation systems is limited.

o There are problems with the aggregation of correlated reputation [15].
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e Possibility for fake transactions [16].
e False identity and pseudonyms [17].

e Obtaining negative feedback from unsatisfied customers could be difficult [14].
Trust, on the other hand, could be based on private information.

2 Trust in electronic markets

The concept of trust is important to e-commerce because it affects the very essence of
on-line business: the possibility to engage in a risky transaction. Internet users still fear
the possibility of fraud, misuse of private information, identity change, deception, etc.

Need of trust in business transactions is usually explained by time asymmetry, lack
of power, or inability to conclude perfect contracts. The time asymmetry argument
draws on the fact that transactions are usually performed over a period of time and the
actions of some agents temporally precede those of others. In other words, there is
a time lag between the placement of trust and the corresponding action of the trusted
party who can honor or abuse trust. For example, the delivery of goods and services by
one party might occur only before the other party has made the payment. In the absence
of appropriate control mechanisms, the party that acts first has to trust the other agents
for fulfilling their part of the transaction.

The contract argument addresses the possibility of concluding definite and com-
plete contracts between cooperating agents. The effect of legal contracts is at least
threefold:

e It decreases the incentive for the trustee to abuse trust by providing appropriate
sanctions.

e It compensates the trustor if trust is abused.
e Itincreases the trustor’s expectations that the trustee will behave favorably.

Legal and economic experience [18], however, indicate that contracts usually are in-
complete. Several factors contribute to contract incompleteness. The following are the
most common. First, a contract may be ambiguous because the words explaining an
issue are ambiguous. Second, the contract parties may fail to reach agreement about
some issues, yet prefer to make a contract on the issue on which they agree. Third,
the contract may have been left incomplete because the cost for the contract parties of
drafting an issue may exceed the expected benefit. Finally, there may be asymmetric
information about an issue because events in the world might not be mutually observ-
able.

The power argument for placing trust is as follows. When an agent does not have
the power to control actions of other agents (including nature) or when exerting the
power is too costly for him and when other agents’ actions have a bearing on his be-
havior or welfare, then he may be willing to place trust on the agents he cannot control.
In game theory the notion of power is formalized by Harsanyi [19] The impact of power
on multiagent planning is studied by Brainov and Sandholm [20]. The relation between
power and trust is discussed by Luhmann [21].
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It should be pointed out, however, that there is a significant difference between trust
in physical markets and trust in e-commerce. Building and maintaining trust in elec-
tronic markets is more difficult without face-to-face interaction [22], partner identity,
and clearly defined legal framework. In online markets it may not be possible to track
down or even to identify a party in a transaction. A software agent, for example, may
act on behalf of different human users at different moments at time, thereby making it
difficult to relate its behavior to one physical entity.

Electronic markets also significantly reduce the costs of establishing new business
contacts and changing business partners. This shortens the average life of business
relationships, making it more difficult to build trust and consume the benefits of a long
trust-based relationship.

Another factor that adversely affects trust is the dynamics and volatility of elec-
tronic markets. In e-commerce trust can be destroyed in an instant by misfortune or a
mistake and the effect of it could be globalized thronghout many interconnected mar-
kets.

3 Decision-theoretic model of trust

Trust has different connotations and has been used in different meanings in different
contexts by different authors. Many authors [1] consider trust to be a belief or cogni-
tive stance that could eventually be quantified by a subjective probability. We give a
brief conceptualization of trust that will help avoid confusion and will facilitate further
exposition.

In modeling trust, we take a rational-choice approach. We assume that: (i) There
is a preference (utility) function which measures the desirability of an outcome; (ii)
Different people may have different preference (utility) functions; (iii) Trust is only
possible if, for the trustor; the expected outcome of placing trust is preferred over the
expected outcome of not placing trust.

We assume that trust is a bilateral relation that involves an entity manifesting trust
called the trustor and an entity being trusted called the trustee. Further, we assume that

e There is an event I that the trustor cannot control and that depends on the trustee.
The trustee may have partial or full control over I'.

e The trustor voluntarily decides to put himself in a position dependent on I' in the
sense that the trustor will benefit if I" occurs, otherwise he will lose.

e The trustee can honor trust by bringing about I', and abuse trust by not bringing
about I". Usually, the trustee is better off by abusing trust, since bringing about
I" may incur costs and inconvenience to the trustee.

In a trust relation, the trustor takes the risk to depend on the trustee for a certain
event the outcome of which depends completely or partially on the trustee. We assume
that trustworthiness could be measured by the probability of I'. For example, the trustee
could be a user and I' = {The user does not attempt to elevate his privileges}. Another
interpretation is I' = {The quality of the software delivered by the trustee meets the
trustor’s expectations}.
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Consider a trustor who uses a software product developed by the trustee. If the
trustor cannot control the process of the design, implementation, and installation of
the product, then the trustor may take the risk to trust the developer that the product
meets its specifications. It is usually the case that the product developer has better
information than the trustor about the security and reliability of the product. A problem
may arise if the trustee decides to withhold information from the trustor in order to save
production costs and deliver a product of inferior quality. Here, the trustee deliberately
and intentionally decides to abuse trust. Moreover, additional problems may occur from
events outside the control of the trustee and the trustor. For example, the product may
contain a third party off-the-shelf component which happens to be unstable. Here, the
problem does not arise because of untrustworthy behavior on the part of the trustee. In
another scenario, the trustee is completely willing to deliver a high quality product and
puts a lot of effort in the program implementation and testing. Unfortunately, because
of lack of experience the trustee overlooks established security practices and delivers
an insecure product.

In general, trust can be divided into two major categories:

e Trust based on good will: the trustor believes that the trustee has the good will
not to abuse trust. That is, the trustee will bring about the favorable for the
trustor event I' even though it may not be beneficial for the trustee. In this case,
the trustee has always the power and capacity (the full control over I') to honor
trust. Whether he will honer trust depends on his incentives and benefits.

e Trust based on competence: the trustor believes that the trustee is competent
enough to bring about the favorable event I'. It could be the case that the trustee
is willing, but not competent enough to honor trust (to bring about I').

Trustworthiness can also be classified as perceived or actual. Perceived trustwor-
thiness is defined as the trustor’s subjective belief in the competence or the good will of
the trustee. Obviously, the perceived trustworthiness could be different from the objec-
tive trustworthiness, which is the actual incentive or capacity of the trustee. Perceived
trustworthiness is measured with the thrustor’s subjective probability of I, and the ac-
tual trustworthiness is measured with the objective probability of I". For example, a
user may install a program, believing that the program failure rate is 6, while the actual
failure rate is 6.

It should be noted that the concept of trust has two main meanings which are often
confused. Trust could refer to both the trustfulness of the trustor and the trustwor-
thiness of the trustee, where the trustfulness of the trustor is the extent to which the
trustor places trust in the trustee, whereas the trustworthiness of the trustee is the ex-
tent to which the trustee honors trust. It is obvious that the trustfulness of the trustor
largely depends on his expectation about the trustee’s trustworthiness (the perceived or
subjective trustworthiness). The higher the perceived trustworthiness, the more wiling
the trustor is to place trust in the trustee.

In order to form a trusting belief, the trustor must have enough knowledge about the
trustee’s incentives or competence. Such knowledge usually comes from two sources:
individual and public. Individual sources include the history of previous interactions
with the trustee, recommendations of other agents, etc. Public sources usually include
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the publicly established reputation of the trustee. In some cases, public and individual
knowledge could be conflicting. For example, based on a series of positive experiences
with a product developer, the trustor may decide to trust him even though it is well
known that the developer has incentives to deliver inferior products.

The concept of trust is different from concept of reputation which relates to pub-
licly established and recognized features of an entity. For example, an agent could be
completely trustworthy without having any public reputation. Such an agent could ef-
ficiently interact with a few other agents that trust him and know him for a long time.
Establishing public reputation, however, could be costly or could require long time.

In our interpretation of trust, the trustor does not have control over the trustee’s
behavior and the event I'. In a sense, trust and control are mutually exclusive. The
more control the trustor has over the trustee, the less the trustor needs to place trust.
Obviously, trust relates to the state of being dependent, while control relates to the
ability to keep someone in a dependent position.

Formally, the trustor’s utility function can be denoted by:

U(éy F(pla'"apn)) (1)

where U is the trustor’s utility, py, ..., p,, are parameters describing the event I', and
6 is the degree of perceived trustworthiness, i.e., the probability with which I is ex-
pected to happen. A natural measure for the perceived trustworthiness is the subjective
probability of T', i.e., the trustor’s strength of belief that the trustee will bring about
I'. The degree of pcrcelved trustworthiness @ could differ from the degree of actual
trustworthiness 6.

The event I is favorable to the trustor:

(0, T 01y oo Pn))
>
06 20

That is, the trustor benefits from higher trustworthiness. The case of complete trustwor-
thiness is represented by 6 = 1, and vice versa, the trustee is completely untrustworthy
when 6 = 0:

U(1,T(p1,..,pn)) >0
U(O’P(Pla ---,Pn)) <0

If we assume that utility is a continuous function of trustworthiness, then there is a
threshold level 8y, 6y € [0, 1], that separates trustworthiness from untrustworthiness:

UO,0(p1,....pn)) =0  forall 6> 6,

The trustor is always better off if the other agent’s trustworthiness exceeds the threshold
6o which depends on the event I and its parameters p;, ..., p,.This defines a natural
participation constraint: the trustor will place trust on the trustee (or will voluntarily
agree to depend on the trustee) if the trustee’s perceived trustworthiness exceeds 6.
The participation constraint corresponds to the intuition that an agent will only engage
in an interaction if the trustworthiness of the other party exceeds some threshold (the
level of acceptable trustworthiness), which depends on the interaction context (through
parameters pi, ..., p,) and on the trustor (through the trustor’s utility function U). In
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Figure 1: Extensive form of a Trust Game

Trustor

trust distrust

honor
trust

G -L 0
A A+a 0

other words, the threshold 6y is both objectively and subjectively determined. Such a
formalization agrees with the threshold model of trust (Kee and Knox,1970; Coleman,
1990; Tan and Thoen, 1999). !

Such a formalization of trust is domain independent and captures a wide range of
applications, where the trustor believes that the trustee will behave in some expected
way specified by the event I'. Depending on the context the event I', can be given
different interpretations.

4 Game-theoretic model of trust

A trust relation can be modeled as a one-shot extensive-form game shown in Figure 1.
The game starts with a move made by the trustor, who must choose between placing
trust and not placing trust. If the trustor decides not to place trust, the game is over
and both the trustor and the trustee receive a payoff 0. If the trustor places trust, the
trustee has two choices: to honor or to abuse trust. The trustee is usually better off
by abusing trust (by not bringing about I'), while the trustor is better off if trust is
honored, i.e., I' is brought about. If the trustee honors trust, the trustor and trustee
receive G and A, respectively. If the trustee abuses trust, the trustor receives —L and
the trustee receives A + c. Here, o represents the incentive of the trustee to abuse
trust. We assume that these payoffs represent utilities for the trustee and the trustor
that correspond to the outcomes of the game. The relationship between payoffs is as
follows: G >0,L >0,A > 0,a > 0.

If the trustor places trust, the trustee chooses between A and A + «, so surely he
will abuse trust. Anticipating this, the trustor chooses between lost L if he places trust
and 0 if he does not. Therefore, there is a Nash (and subgame-perfect) equilibrium of
the game in which the trustor does not place trust, and the trustee always abuses trust.
The equilibrium is socially inefficient because both the trustor and the trustee are worse
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off in the situation in which trust is not placed than in the case where trust is placed
and honored.

This is one equilibrium of the game, but there is another in which the trustor places
trust if the trustee honors trust, and the trustee always honers trust. The problem with
this equilibrium is that it is not as credible as the first one. It would be irrational for
the trustee to honor trust once the trustor has chosen to place trust. In other words, the
second equilibrium is not subgame-perfect.

Which equilibrium will be chosen depends on the trustor’s expectation of the trust-
worthiness of the trustee (the so called perceived trustworthiness). If the game is played
only once and does not affect the interactions that the trustee is going to have with other
agents, then the more plausible equilibrium is the non-cooperative one in which trust
is withhold.

S A Model of Trust Learning

In this section we use the game-theoretic model of trust developed in the previous
section to analyze how trust could be learnt over time. A detailed description of the
model can be found in [23].

Research on risk perception [7] indicates that trust typically is learned gradually
over many repeated interactions. As we have seen in the previous section, one interac-
tion is not sufficient to establish trust because the trustee has a short-run incentive to
abuse trust. Hence, the non-cooperative equilibrium prevails.

In this section, we consider repeated interactions between the trustee and the trustor.
A repeated game consists of infinite repetitions of the Trust game, shown in Figure 1.
A repeated game allows the trustor to modify his expectations about the incentives
and abilities of the trustee by observing his behavior in past interactions. Initially, the
trustor starts with some prior beliefs about the trustworthiness of the trustee. As the
game proceeds, the beliefs are adjusted. After a series of positive interactions, the
trustor’s trust in the trustee will gradually increase, and vice versa, multiple unsuc-
cessful interactions in which trust is abused, may lead to such a low estimate of the
trustworthiness of the trustee that the trustor no longer wishes to interact. In this case
the game ends. Let 0y be the threshold, such that whenever the perceived trustworthi-
ness of the trustee, é, falls bellow 6, the trustor exits the game. This defines a natural
participation constraint: the trustor will interact with the trustee (or will voluntarily
agree to depend on the trustee) if the trustee’s perceived trustworthiness exceeds the

threshold: X
6 > 6y

The structure of the game and the payoffs are common knowledge between the
trustor and the trustee. To introduce reputation effects into the game, suppose that
the objective trustworthiness of the trustee is 6. In other words, the trustee abuses trust
with probability 6, if trust is placed. Further, assume that @ is private knowledge known
only to the trustee. Therefore, the trustor will place trust if the trustor’s expected benefit
from placing trust exceeds the benefit from withholding trust:

6G —(1-6)L >0
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where @ is the perceived trustworthiness of the trustee, i.e, the trustor’s estimate of 6.

Therefore, the threshold is: "

=TI

In this setting, the problem of leaming trust is reduced to the problem of estimating
6 based on a series of interactions in which trust is abused or honored. In order to pre-
serve belief consistency, it is natural to assume that the trustor performs belief revision
using Bayes’ rule. To find a Bayesian estimator of the trustworthiness of the trustee,
we use the Laplace succession rule [24]. The rule estimates the probability that the
trustee will honor trust in the next interaction, given that he honored trust in h out of k
interactions, a more general estimator can be used:

h+1

=——
k+2

)

Formula 2 suggests that there is a Nash equilibrium of the repeated Trust game in
which:

e The trustor places trust if and only if:

6=—=>6

e The trustee alternates between honoring and abusing trust so that to keep the
trustor’s estimate @ above the threshold 6.

The next Proposition follows naturally from the definition of the repeated Trust game
and from players’ equilibrium strategies:

Proposition 1 In the equilibrium, the trustee alternates between honoring and abusing
trust so that: L

2 gt
a G

where a is the number of times trust is abused, h is the number of times trust is honored,
L is the lost to the trustor if trust is abused, and G is the gain to the trustor if trust is
honored.

Proposition 1 suggests that the ratio of the number of times trust is honored to the
number of times trust is abused depends on the ratio of the loss to the gain for the
trustor. The result is intuitively reasonable. The more the trustor can lose in the game,
the more frequently the trustee honors trust. Since by definition L > G, the trustee
needs to honor trust more frequently than to abuse trust.

6 The effect of trust on market efficiency

In this section, we study the effect of trust on market efficiency. More specifically,
we show that if agents hold accurate trust estimates about one another, then the social
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welfare, the amount of trade and the agents’ utility levels are maximized. We also
show that market efficiency does not require complete trustworthiness. Untrustworthy
agents could transact as efficiently as trustworthy agents, provided that they hold accu-
rate estimates of one another. Therefore, what really matters is not the actual level of
trustworthiness, but the accuracy of individual estimates. A market in which agents are
trusted to the degree they deserve to be trusted is as efficient as a market with complete
trustworthiness.

A detailed description of our analysis can be found in [25, 3]. The analysis is done
within the framework of a bilateral negotiation involving a buyer and a seller. The seller
produces some commodity and sells it to the buyer. We assume that the seller always
delivers the commodity i.e., he is completely trustworthy. The buyer’s trustworthiness,
however, may vary. In other words, the buyer pays with some probability 6, 6 € [0, 1].
We assume that the seller delivers first and after that the buyer pays. In this case, the
seller depends on the buyer for the event I' = {the buyer pays}, and the seller has to
choose whether to enter into a transaction without being able to control I'.

Let 6 and 6 denote respectively the buyer’s perceived and actual trustworthiness.
That is,  is the seller’s estimate of 6. One way to look at 0 is to see it as an indicator
of the buyer’s willingness to pay. In another interpretation, 6 could be the Buyer’s
ability or capacity to pay (the buyer, for example, may be willing to pay, but may not
have available funds). € could also be the probability that the contract between the
buyer and the seller can be enforced by an enforcement agency. That is, @ could be the
probability of detecting particular violation, imposing particular type of sanctions, and
using particular type of procedures for adjudicating disputes.

The seller’s estimate, é, could differ from the buyer’s actual trustworthiness, 6.
It is usually the case that the buyer is undertrusted. That is, 6 < 6. For example,
many risk assessment firms treat the lack of credit history as a lack of trust. This is
usually motivated by the fact that the marginal cost of obtaining additional evidence of
trust exceeds the marginal benefit of the evidence. Undertrusting is a typical example
of a market inefficiency produced by inaccurate trust estimates. In the extreme case,
undertrusting could produce such a low estimate of the partner’s trustworthiness, that
an agent might decide not to participate in a transaction, even when the partner is
completely trustworthy.

The following proposition shows the optimal amount of trust necessary to achieve
market efficiency.

Proposition 2 When the trust matches trustworthiness, 6 = 0, the seller and the buyer
both maximize their individual utility functions. Moreover; the social welfare is maxi-
mized and the maximal possible output is produced and sold.!

The next proposition shows that the undertrusting leads to market inefficiencies.

Proposition 3 When the buyer is undertrusted, 6 < 6, the social outcome is not opti-
mal. Namely, quantity exchanged and the utilities of both agents are smaller than those
obtained in the case when the seller places the correct amount of trust on the buyer,
0=40.

! The proofs of Propositions 2 and 3 can be found in [25]
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According to Propositions 2 and 3, the case where the seller trusts the buyer to
the extent that the buyer deserves to be trusted is optimal for society. By an optimal
outcome we mean one that maximizes the social welfare, the quantity produced, and
the agents’ utility functions. In order to obtain efficiency it is not necessary that the
buyer be trustworthy. The only relevant factor is the seller’s accuracy in estimating the
buyer’s trustworthiness. Any underestimation of the buyer’s trustworthiness tends to
harm each agent and society as a whole.

It is worth pointing out that in the case when trust matches trustworthiness, § = 6,
individual interests coincide with the social interest in the sense that agents maximize
their utilities, maximizing at the same time the social welfare.

If the buyer is distrusted, 6 < 6, he may try to convince the seller of his trustworthi-
ness. One possible way for a distrusted buyer to signal his trustworthiness is to make
an advance payment to the seller, i.e., to pay some amount before the seller delivers
the commodity. We assume that in the absence of payment the seller is relieved from
his obligations. That is, if the buyer does not make an advance payment after he has
promised to do so, the seller is relieved from his obligation to deliver.

Proposition 4 If the buyer is distrusted, 6 < 0, and the agents choose an advance
payment contract, then the social welfare is maximized. The quantity exchanged with
an advance payment contract equals the quantity exchanged with an uncertain payment
contract. Moreover, the advance payment contract gives each agent higher utility than
the uncertain payment contract.

According to Proposition 4 if the buyer is trustworthy, he should pay the entire price
in advance. This corresponds to our intuition that paying before or after the delivery
does not make a difference for a trustworthy buyer. Furthermore, Proposition 4 says
that the advance payment contract is better than an uncertain payment contract in that
it provides agents with higher utility levels.

From Propositions 4 it follows that when trustworthiness is underestimated, the ad-
vance payment contract is optimal. Advance payment contracts could also serve as a
screening device. That is, they could help separate trustworthy agents from untrust-
worthy ones. If the buyer is trustworthy, he should not object to paying the whole price
in advance. Therefore, a buyer who declines an advance payment contract is not as
trustworthy as he claims to be.

7 Incentive Compatible Mechanism for Trust Revela-
tion

In this section, we discuss a solution to the problem of obtaining trust estimates: an
incentive-compatible mechanism in which agents truthfully reveal their trustworthiness
at the beginning of every interaction. In such a mechanism agents always report their
true level of trustworthiness, even if they are untrustworthy. Honest reporting at the
first stage of interaction lets other agents know the interaction risk and form realistic
expectations about possible outcomes. The mechanism works for both single-step and
repeated interactions. A complete description of the mechanism is given in [4, 26]
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To illustrate an incentive-compatible mechanism for trust revelation consider the
following scenario. The trustor and the trustee take part in a transaction, T'(g, 6), which
can be described by a generic parameter g and the level of the trustworthiness of the
trustee 0. The generic parameter g denotes the transaction terms which depending on
the transaction context, could include price, quantity, services provided, or combination
of them. The parameter 6 denotes the trustworthiness of the trustee, i.c., the probability
that the trustee will carry out his part of the transaction.

We assume that the trustor always executes the transaction i.e., he is completely
trustworthy. The trustee’s trustworthiness, however, may vary. In other words, the
trustee carries out the transaction with some probability 6, & € [0,1]. The level of
trustworthiness @ is a private value known only to the trustee. In other words, in the
beginning of the transaction the random realization of the trustworthiness of the trustee
is not observable by the trustor. Further, we assume that the trustor offers a transaction
to the trustee by specifying the terms of the transaction g. The trustee could accept or
reject the offer of the trustor.

Given this setting, what is the optimal transaction for the trustor to offer? In other
words, the trustor faces the problem of designing an optimal (i.¢, utility maximizing)
offer. For example, the trustor might ask the trustee to declare his level of trustworthi-
ness 0, and then based on the declaration, the trustor could choose the value of g. It
i$ usually the case, however, that the trustee has a strong incentive to misrepresent his
level of trustworthiness. By declaring more trustworthiness the trustee usually enjoys
more benefits of future cooperation and more opportunities to abuse trust. By im-
plementing an appropriate incentive-compatible mechanism the trustor can make the
trustee truthfully reveal his level of trustworthiness.

An incentive-compatible mechanism for trust revelation works in the following
way. First, at the beginning of the interaction the trustee declares his trustworthiness, 0,
and after that the transaction terms g are chosen by the trustor as a function ¢, ¢ = ¢(6),
of the trustee’s declaration. In an incentive-compatible mechanism the trustee finds it
optimal to report his trustworthiness truthfully, i.e., 6 = 6.

The following proposition establishes the existence of an incentive-compatible mech-
anism for trust revelation.

Proposition 5 There exists a single-transaction incentive-compatible mechanism q =
q(6) that makes the trustee truthfully reveal his trustworthiness at the beginning of the
transaction, if the following conditions hold:

8%U(q,6)
aU(q",6) _,
dq -
for some q*, and
2 * A
dq00

where U (q, 0) is the trustee’s utility function.?

2The proofs of Propositions 2 and 3 can be found in [4, 26]
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The basic idea behind the mechanism is that the trustee achieves maximum utility
only if specific transaction terms are chosen. Since the transaction terms, ¢, depend
on the trustee’s declaration, 6, by declaring his true level of trustworthiness the trustee
maximizes his utility. The mechanism is designed in a way to give the trustee sufficient
incentives to report truthfully even if it is untrustworthy.

The results of Proposition 5 can be carried over to the case of repeated transac-
tions. By a repeated transaction between the trustor and the trustee we mean finitely
or infinitely many repetitions of the single transaction in which both the trustor and the
trustee discount their future payoffs at a constant rate.

In the case of a repeated transaction, it is not obvious that the trustee will truthfully
declare his trustworthiness. For example, the trustee could lie in the first transaction
in order to obtain more favorable transaction terms, g, in the subsequent transactions.
the next proposition shows that trust revelation is possible in the case of a repeated
transaction.

Proposition 6 Under the conditions of Proposition 5, for any repeated transaction
between the trustor and the trustee there exists an incentive-compatible interaction
mechanism q = q(0) that makes the trustee truthfully reveal his trustworthiness in the
beginning of the first transaction.

An incentive-compatible mechanism for trust revelation provides several advan-
tages. It does not rely on a third party for providing information of for backing up a
transaction. It does not depend on collecting and analyzing information about untrust-
worthy agents. In addition, it does not require the estimation of other agents’ trust-
worthiness. This solves the problem of inaccuracy of individual estimates and avoids
many inefficiencies caused by inconsistent or inaccurate estimates. The mechanism
also eliminates the need to speculate about other agents’ intentions and beliefs.

8 Conclusions

The paper defines a game-theoretic and a decision-theoretic model of trust. The game-
theoretic model is used to show how trust can be learnt over time. The equilibrium
analysis demonstrates that instead of always honoring trust, the trustee alternates be-
tween honoring and abusing trust so that to keep the trustor’s estimate above a certain
threshold.

The decision-theoretic model of trust is used to analyze impact of trust on elec-
tronic markets. The paper shows how trust affects market efficiency, social welfare, the
volume of trade, and the profits of market participants. The paper also demonstrates
that complete trustworthiness is not necessary for market efficiency. Instead, every
transaction has its optimal level of trustworthiness that is needed for the transaction
completion.

The paper introduces the concept of trust-based mechanism design. The primary
objective of trust-based mechanism design is to develop and implement optimal mar-
kets in which every agent discloses truthfully his/her trustworthiness before a transac-
tion starts.
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Most existing trust-building mechanisms assume complete or partial intervention of
trusted third parties, such as enforcing agencies, reputation systems, etc. Such arrange-
ments are usually costly and not always available to economic agents. The primary
advantage of the trust-based mechanism design is that the mechanism is self-enforcing
and does not rely on third parties, i.c., it is in the best interest of every agent to declare
his/her true level of trustworthiness.
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