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Abstract. We prove some multiplicity results concerning quasilinear elliptic
equations with natural growth conditions. Techniques of nonsmooth critical point
theory are employed.

1. Introduction. In this paper, we will be concerned with two problems related

to a quasilinear elliptic equation of the form











−
n
∑

i,j=1
Dj(aij(x, u)Diu) + 1

2

n
∑

i,j=1
Dsaij(x, u)DiuDju = g(x, u) + ω in Ω

u = 0 on ∂Ω

where aij(x, s) = aji(x, s). As we pointed out in [7, 8, 9], the first difficulty is that

classical critical point theory fails in the case of quasilinear equations with natural

growth conditions. In fact, let us consider the associated functional f : H1
0 (Ω) → R

defined by

f(u) =
1

2

∫

Ω

n
∑

i,j=1

aij(x, u)DiuDju dx−

∫

Ω
G(x, u) dx − 〈ω, u〉,
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where G(x, s) =
∫ s
0 g(x, t) dt. Under reasonable assumptions on aij and g, it is possible

to prove that f is continuous and that for every u ∈ H1
0 (Ω) and v ∈ C∞

0 (Ω)

lim
t→0

f(u+ tv) − f(u)

t
=

∫

Ω

n
∑

i,j=1

aij(x, u)DiuDjv dx+

+
1

2

∫

Ω





n
∑

i,j=1

Dsaij(x, u)DiuDju



 v dx−

∫

Ω
g(x, u)v dx− 〈ω, v〉.

However, we cannot expect f to be of class C1 or even locally Lipschitz continuous.

On the other hand, for similar reasons







u 7→ −
n
∑

i,j=1

Dj(aij(x, u)Diu)+
1

2

n
∑

i,j=1

Dsaij(x, u)DiuDju− g(x, u)







is not well defined as an operator from H1
0 (Ω) to H−1(Ω) and the topological methods,

applied so far in the literature, cannot be directly adapted to this setting.

We will use a variational method based on the nonsmooth critical point theory

of [10, 11]. Similar abstract techniques have been developed also in [13, 14]. We will

prove an Ambrosetti-Rabinowitz type result for a symmetric superlinear problem and an

Ambrosetti-Prodi type result for a jumping problem. We will essentially follow [7, 8, 9],

but we will impose a weaker form of assumption (a.4) below. For the convenience of

the reader we repeat the relevant material from [7, 8, 9] without proof, thus making

our exposition self-contained.

Finally, let us mention that different techniques of nonsmooth critical point

theory have been applied to quasilinear equations in [3, 20].

2. Functionals of the calculus of variations. Let Ω be a bounded open

subset of R
n. For the sake of simplicity, let us suppose n ≥ 3. Let f : H1

0 (Ω) → R be

a functional of the form

f(u) =

∫

Ω
L(x, u,Du) dx − 〈ω, u〉.(2.1)

The associated Euler equation is formally given by the quasilinear problem











−
n
∑

j=1
Dxj

(DξjL(x, u,Du)) +DsL(x, u,Du) = ω in Ω

u = 0 on ∂Ω

.(2.2)
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Assume that ω ∈ H−1(Ω) and that

L : Ω × R × R
n → R

is such that:
{

∀(s, ξ) ∈ R × R
n L(x, s, ξ) is measurable with respect to x,

for a.e. x ∈ Ω L(x, s, ξ) is of class C1 with respect to (s, ξ).
(2.3)

Assume also the following growth conditions:

there exist a0 ∈ L1(Ω), b0 ∈ R, a1 ∈ L1
loc(Ω), b1 ∈ L∞

loc(Ω) such that

for a.e. x ∈ Ω and for all (s, ξ) ∈ R × R
n we have

|L(x, s, ξ)| ≤ a0(x) + b0(|s|
2n

n−2 + |ξ|2),(2.4)

|DsL(x, s, ξ)| ≤ a1(x) + b1(x)(|s|
2n

n−2 + |ξ|2),(2.5)

|DξjL(x, s, ξ)| ≤ a1(x) + b1(x)(|s|
2n

n−2 + |ξ|2).(2.6)

Under these conditions, it is readily seen that f is continuous and for every u ∈ H1
0 (Ω):

DsL(x, u,Du) ∈ L1
loc(Ω), DξjL(x, u,Du) ∈ L1

loc(Ω).

Definition 2.1. We say that u is a weak solution of (2.2), if u ∈ H1
0 (Ω) and

−
n
∑

i=j

Dxj
(DξjL(x, u,Du)) +DsL(x, u,Du) = ω

in D′(Ω).

In order to apply variational methods, let us introduce a natural adaptation of

the Palais-Smale condition.

Definition 2.2. Let c ∈ R. A sequence (uh) in H1
0 (Ω) is said to be a concrete

Palais-Smale sequence at level c ((CPS)c-sequence, for short) for f , if limh f(uh) = c,

−
n
∑

j=1

Dxj
(DξjL(x, uh,Duh)) +DsL(x, uh,Duh) ∈ H−1(Ω)

eventually as h→ ∞ and



−
n
∑

j=1

Dxj
(DξjL(x, uh,Duh)) +DsL(x, uh,Duh) − ω



→ 0
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strongly in H−1(Ω).

We say that f satisfies the concrete Palais-Smale condition at level c ((CPS)c
for short), if every (CPS)c-sequence for f admits a strongly convergent subsequence in

H1
0 (Ω).

The next results are adaptations to the functional f of some classical theorems

of mountain pass type (see [2, 17, 21]).

Theorem 2.3. Let (D,S) be a compact pair, let ψ : S → H1
0 (Ω) be a

continuous map and let

Φ =
{

ϕ ∈ C(D,H1
0 (Ω)) : ϕ|S = ψ

}

.

Assume that there exists a closed subset A of H1
0 (Ω) such that

inf
A
f ≥ max

ψ(S)
f,

A ∩ ψ(S) = Ø and A ∩ ϕ(D) 6= Ø for all ϕ ∈ Φ.

If f satisfies the concrete Palais-Smale condition at level

c = inf
ϕ∈Φ

max
ϕ(D)

f,

then there exists a weak solution u of (2.2) with f(u) = c. Furthermore, if infA f ≥ c,

then there exists a weak solution u of (2.2) with f(u) = c and u ∈ A.

P r o o f. The case ω = 0 can be found in [9, Theorem 2.1.5]. The extension to

the general case is straightforward. �

Theorem 2.4. Let v0, v1 ∈ H1
0 (Ω). Suppose that there exists r > 0 such that

‖v1 − v0‖ > r and

inf{f(u) : u ∈ H1
0 (Ω), ‖u− v0‖ = r} > max{f(v0), f(v1)}.

Let

Γ = {γ : [0, 1] → H1
0 (Ω) continuous with γ(0) = v0, γ(1) = v1}

and assume that f satisfies the concrete Palais-Smale condition at the two levels

c1 = inf
B(v0,r)

f, c2 = inf
γ∈Γ

max
[0,1]

(f ◦ γ).

Then c1 < c2 and there exist a weak solution u1 of (2.2), with ‖u1 − v0‖ < r

and f(u1) = c1, and a second weak solution u2 with f(u2) = c2.
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P r o o f. See [8, Theorem 1.3]. �

Theorem 2.5. Suppose that ω = 0 and that

L(x,−s,−ξ) = L(x, s, ξ)

for a.e. x ∈ Ω and every (s, ξ) ∈ R × R
n. Assume also that

(a) there exist ρ > 0, α > f(0) and a subspace V ⊂ H1
0 (Ω) of finite codimension such

that

∀u ∈ V : ‖u‖ = ρ⇒ f(u) ≥ α;

(b) for every finite dimensional subspace W ⊂ H1
0 (Ω), there exists R > 0 such that

∀u ∈W : ‖u‖ > R⇒ f(u) ≤ f(0);

(c) f satisfies (CPS)c for any c ≥ α.

Then there exists a sequence (uh) of weak solutions of (2.2) with

lim
h
f(uh) = +∞.

P r o o f. See [9, Theorem 2.1.6]. �

3. Homogeneous quadratic functionals of the gradient. In this section,

we restrict our attention to the case:

L(x, s, ξ) =
1

2

n
∑

i,j=1

aij(x, s)ξiξj.

Let aij : Ω × R → R (1 ≤ i, j ≤ n) be such that

(a.1)















∀s ∈ R aij(·, s) is measurable,

for a.e. x ∈ Ω aij(x, ·) is of class C1,

for a.e. x ∈ Ω, ∀s ∈ R, 1 ≤ i, j ≤ n aij(x, s) = aji(x, s);

there exists C > 0 such that for a.e. x ∈ Ω, ∀s ∈ R, 1 ≤ i, j ≤ n,

(a.2) |aij(x, s)| ≤ C, |Dsaij(x, s)| ≤ C;
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there exists ν > 0 such that for a.e. x ∈ Ω, ∀s ∈ R, ∀ξ ∈ R
n,

(a.3)
n
∑

i,j=1

aij(x, s)ξiξj ≥ ν|ξ|2;

there exists R > 0 such that for a.e. x ∈ Ω, ∀s ∈ R, ∀ξ ∈ R
n,

(a.4) |s| ≥ R =⇒
n
∑

i,j=1

sDsaij(x, s)ξiξj ≥ 0.

Because of (a.1) and (a.2), conditions (2.3), (2.4), (2.5) and (2.6) are clearly satisfied.

Moreover, because of (a.2) and (a.3), there exists M > 0 such that

1

2

∣

∣

∣

∣

∣

∣

n
∑

i,j=1

Dsaij(x, s)ξiξj

∣

∣

∣

∣

∣

∣

≤M
n
∑

i,j=1

aij(x, s)ξiξj(3.1)

for a.e. x ∈ Ω, ∀s ∈ R, ∀ξ ∈ R
n.

Let us begin with a consequence of the Brezis-Browder Theorem.

Theorem 3.1. Let ω ∈ H−1(Ω) and let u ∈ H1
0 (Ω) be a weak solution of

−
n
∑

i,j=1

Dxj
(aij(x, u)Dxi

u) +
1

2

n
∑

i,j=1

Dsaij(x, u)Dxi
uDxj

u = ω.

Let v ∈ H1
0 (Ω) be such that









n
∑

i,j=1

Dsaij(x, u)Dxi
uDxj

u



 v





−

∈ L1(Ω).

Then we have




n
∑

i,j=1

Dsaij(x, u)Dxi
uDxj

u



 v ∈ L1(Ω)

and

∫

Ω







n
∑

i,j=1

aij(x, u)Dxi
uDxj

v +





1

2

n
∑

i,j=1

Dsaij(x, u)Dxi
uDxj

u



 v







dx = 〈ω, v〉.
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P r o o f. The assertion follows by the result of [6]. �

Now, we will state some regularity results.

Lemma 3.2. Given Aij ∈ L
∞(Ω) (1 ≤ i, j ≤ n) with

n
∑

i,j=1

Aij(x)ξiξj ≥ ν|ξ|2,

let ω ∈W−1,q(Ω), µ ∈ L1
loc(Ω) and let u ∈ H1

0 (Ω) be such that

∫

Ω

n
∑

i,j=1

AijDxi
uDxj

v dx =

∫

Ω
µv dx+ 〈ω, v〉 ∀v ∈ C∞

0 (Ω).

Assume that there exist α ∈ Lr(Ω), c > 0 such that

µ(x)u(x) ≤ α(x)(u(x))2 a.e. in Ω when |u(x)| ≥ c.

Then the following facts hold:

(a) if 2 ≤ q < n and r ≥ n
2 , we have u ∈ L

nq

n−q (Ω);

(b) if q > n and r > n
2 , we have u ∈ L∞(Ω).

P r o o f. Take v1 = (u− ρ)+ and v2 = −(u+ ρ)− with ρ ≥ c. Then vk ∈ H1
0 (Ω)

and we have

µ(x)vk(x) ≤ α(x)u(x)vk(x) ∈ L1(Ω).

By the Brezis-Browder Theorem [6], it follows that (µvk) ∈ L1(Ω) and

∫

Ω

n
∑

i,j=1

AijDxi
uDxj

vk dx =

∫

Ω
µvk dx+ 〈ω, vk〉 ≤

∫

Ω
αuvk dx+ 〈ω, vk〉.

Now, by well known techniques of regularity theory (see e.g. [15, 19]) the assertion

follows. �

Theorem 3.3. Let α ∈ Lr(Ω), ω ∈ W−1,q(Ω) and let u ∈ H1
0 (Ω) be a weak

solution of

−
n
∑

i,j=1

Dxj
(aij(x, u)Dxi

u) +
1

2

n
∑

i,j=1

Dsaij(x, u)Dxi
uDxj

u+ αu = ω.

Then the following facts hold:
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(a) if 2 ≤ q < n and r ≥ n
2 , we have u ∈ L

nq

n−q (Ω);

(b) if q > n and r > n
2 , we have u ∈ L∞(Ω).

P r o o f. Set

Aij = aij(x, u),

µ = −
1

2

n
∑

i,j=1

Dsaij(x, u)Dxi
uDxj

u− αu.

By (a.4), we have

µu = −
1

2

n
∑

i,j=1

uDsaij(x, u)Dxi
uDxj

u− αu2 ≤ −αu2 a.e. in Ω when |u(x)| ≥ R.

By the previous lemma the assertion follows. �

We point out that, if a weak solution u belongs to H1
0 (Ω) ∩ L∞(Ω), one can

apply the regularity results contained in [15].

Now we come to some compactness properties.

Lemma 3.4. Let (uh) be a bounded sequence in H1
0 (Ω) such that

−
n
∑

i,j=1

Dxj
(aij(x, uh)Dxi

uh) +
1

2

n
∑

i,j=1

Dsaij(x, uh)Dxi
uhDxj

uh

belongs to H−1(Ω) and is strongly convergent in H−1(Ω).

Then it is possible to extract a subsequence (uhk
) strongly convergent in H1

0 (Ω).

P r o o f. Let

ωh = −
n
∑

i,j=1

Dxj
(aij(x, uh)Dxi

uh) +
1

2

n
∑

i,j=1

Dsaij(x, uh)Dxi
uhDxj

uh.

Up to a subsequence, uh is convergent to some u weakly in H1
0 (Ω), strongly in L2(Ω)

and a.e. in Ω. Moreover, by [4, Theorem 2.1] we have, up to a further subsequence,

Duh → Du a.e. in Ω.

At first, let us prove that

∫

Ω

n
∑

i,j=1

aij(x, u)Dxi
uDxj

u dx+
1

2

∫

Ω





n
∑

i,j=1

Dsaij(x, u)Dxi
uDxj

u



u dx = 〈ω, u〉(3.2)
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where ω ∈ H−1(Ω) is the limit of ωh.

We will use the same device of [5]. We consider the test functions

vh = ϕ exp {−M (uh +R)+}

where ϕ ∈ H1
0 (Ω)∩L∞(Ω), ϕ ≥ 0, u+

h is the positive part of uh, and M > 0 is defined

in (3.1). By Theorem 3.1 vh is an admissible test function, so that

∫

Ω

n
∑

i,j=1

aij(x, uh) exp {−M (uh +R)+}Dxi
uhDxj

ϕdx+

+

∫

Ω





1

2

n
∑

i,j=1

Dsaij(x, uh)Dxi
uhDxj

uh −M
n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

(uh +R)+





ϕ exp {−M (uh +R)+} dx− 〈ωh, ϕ exp {−M (uh +R)+}〉 = 0.

From (a.4) and (3.1), we deduce that





1

2

n
∑

i,j=1

Dsaij(x, uh)Dxi
uhDxj

uh −M
n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

(uh +R)+





ϕ exp {−M (uh +R)+} ≤ 0,

and, by Fatou’s lemma, we get

∫

Ω

n
∑

i,j=1

aij(x, u) exp {−M (u+R)+}Dxi
uDxj

ϕdx+

+

∫

Ω





1

2

n
∑

i,j=1

Dsaij(x, u)Dxi
uDxj

u−M
n
∑

i,j=1

aij(x, u)Dxi
uDxj

(u+R)+





ϕ exp {−M (u+R)+} dx ≥

≥ 〈ω,ϕ exp {−M (u+R)+}〉 ∀ϕ ∈ H1
0 (Ω) ∩ L∞(Ω), ϕ ≥ 0.(3.3)

Now, we consider the test functions

ϕk = ϕH(
1

k
u) exp {M (u+R)+}

with ϕ ∈ C∞
0 (Ω), ϕ ≥ 0 and

H : R → R, H ∈ C1(R), 0 ≤ H ≤ 1,
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H = 1 on [−1/2, 1/2], H = 0 on ] −∞,−1] ∪ [1,∞[.

Putting them in (3.3), we obtain

∫

Ω

n
∑

i,j=1

aij(x, u)Dxi
uDxj

(ϕH(1/k u)) dx+

+
1

2

∫

Ω





n
∑

i,j=1

Dsaij(x, u)Dxi
uDxj

u



ϕH(1/k u) dx ≥

≥ 〈ω,ϕH(1/k u)〉 ∀ϕ ∈ C∞
0 (Ω), ϕ ≥ 0.(3.4)

Passing to the limit as k → ∞ in (3.4), we obtain

∫

Ω

n
∑

i,j=1

aij(x, u)Dxi
uDxj

ϕdx+
1

2

∫

Ω





n
∑

i,j=1

Dsaij(x, u)Dxi
uDxj

u



ϕdx ≥

≥ 〈ω,ϕ〉 ∀ϕ ∈ C∞
0 (Ω), ϕ ≥ 0.

In a similar way, by considering the test functions vh = ϕ exp {−M (uh −R)−}, it is

possible to prove the opposite inequality. It follows:

∫

Ω

n
∑

i,j=1

aij(x, u)Dxi
uDxj

ϕdx+
1

2

∫

Ω





n
∑

i,j=1

Dsaij(x, u)Dxi
uDxj

u



ϕdx =

= 〈ω,ϕ〉 ∀ϕ ∈ C∞
0 (Ω).(3.5)

By (3.5), (a.4) and Theorem 3.1, we deduce (3.2).

Now, let us consider the function ζ : R → R defined in the following way

ζ(s) =



























Ms 0 < s < R

MR s ≥ R

−Ms −R < s < 0

MR s ≤ −R

and let us prove that

lim sup
h

∫

Ω

n
∑

i,j=1

aij(x, uh) exp {ζ(uh)}Dxi
uhDxj

uh ≤
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≤

∫

Ω

n
∑

i,j=1

aij(x, u) exp {ζ(u)}Dxi
uDxj

u.(3.6)

By (a.4) and Theorem 3.1, the test functions uh exp {ζ(uh)} are also admissible, so that

∫

Ω

n
∑

i,j=1

aij(x, uh) exp {ζ(uh)}Dxi
uhDxj

uh dx+

+

∫

Ω





1

2

n
∑

i,j=1

Dsaij(x, uh)Dxi
uhDxj

uh + ζ ′(uh)
n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

uh





uh exp {ζ(uh)} dx− 〈ωh, uh exp {ζ(uh)}〉 = 0.

By (a.4) and (3.1)





1

2

n
∑

i,j=1

Dsaij(x, uh)Dxi
uhDxj

uh + ζ ′(uh)
n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

uh





uh exp {ζ(uh)} ≥ 0,

and, by Fatou’s lemma, we get

lim sup
h

∫

Ω

n
∑

i,j=1

aij(x, uh) exp {ζ(uh)}Dxi
uhDxj

uh dx =

= lim sup
h

∫

Ω



−
1

2

n
∑

i,j=1

Dsaij(x, uh)Dxi
uhDxj

uh − ζ ′(uh)
n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

uh





uh exp {ζ(uh)} dx+ 〈ωh, uh exp {ζ(uh)}〉 ≤

≤

∫

Ω



−
1

2

n
∑

i,j=1

Dsaij(x, u)Dxi
uDxj

u− ζ ′(u)
n
∑

i,j=1

aij(x, u)Dxi
uDxj

u





u exp {ζ(u)} dx+ 〈ω, u exp {ζ(u)}〉 =

=

∫

Ω

n
∑

i,j=1

aij(x, u) exp {ζ(u)}Dxi
uDxj

u dx.

Thus, (3.6) is proved.



410 Annamaria Canino

Finally, let us show that uh converges to u in the strong topology of H1
0 (Ω).

Let us observe that

∫

Ω

n
∑

i,j=1

aij(x, uh) exp {ζ(uh)}Dxi
(uh − u)Dxj

(uh − u) dx =

=

∫

Ω

n
∑

i,j=1

aij(x, uh) exp {ζ(uh)}Dxi
uhDxj

uh dx+

−2

∫

Ω

n
∑

i,j=1

aij(x, uh) exp {ζ(uh)}Dxi
uDxj

uh dx+

+

∫

Ω

n
∑

i,j=1

aij(x, uh) exp {ζ(uh)}Dxi
uDxj

u dx.(3.7)

For every j = 1, . . . , n, we have:

lim
h

n
∑

i=1

aij(x, uh) exp {ζ(uh)}Dxi
u =

n
∑

i=1

aij(x, u) exp {ζ(u)}Dxi
u

in the strong topology of L2(Ω). Then, by (3.6) we get:

lim sup
h

∫

Ω

n
∑

i,j=1

aij(x, uh) exp {ζ(uh)}Dxi
(uh − u)Dxj

(uh − u) dx =

= lim sup
h

∫

Ω

n
∑

i,j=1

aij(x, uh) exp {ζ(uh)}Dxi
uhDxj

uh dx+

−

∫

Ω

n
∑

i,j=1

aij(x, u) exp {ζ(u)}Dxi
uDxj

u dx ≤ 0.(3.8)

Using (3.8) and hypothesis (a.3), we conclude that:

ν lim sup
h

‖Duh −Du‖2
L2 ≤

≤ ν lim sup
h

∫

Ω
exp {ζ(uh)}|D(uh − u)|2 dx ≤

≤ lim sup
h

∫

Ω

n
∑

i,j=1

aij(x, uh) exp {ζ(uh)}Dxi
(uh − u)Dxj

(uh − u) dx ≤ 0.

Then the assertion is proved. �
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In the last part of this section, we add the following assumption:

there exists a uniformly Lipschitz continuous bounded function ϑ : R → [0,+∞[ such

that

(a.5)
1

2

n
∑

i,j=1

sDsaij(x, s)ξiξj ≤ sϑ′(s)
n
∑

i,j=1

aij(x, s)ξiξj

for a.e. x ∈ Ω, a.e. s ∈ R and all ξ ∈ R
n. Without loss of generality, we can assume

that

lim
s→−∞

ϑ(s) = lim
s→+∞

ϑ(s)

and denote by ϑ the common value. Let us also set

A±
ij(x) = lim

s→±∞
aij(x, s)

(these limits exist by (a.4)).

Lemma 3.5. Let (vh) be a sequence weakly convergent to v in H1
0 (Ω) and (γh)

a sequence weakly convergent to γ in L
n
2 (Ω) with |γh(x)| ≤ c(x) for some c ∈ L

n
2 (Ω).

Then (γhvh) is strongly convergent to γv in H−1(Ω).

P r o o f. See [8, Lemma 3.1]. �

Lemma 3.6. Let (uh) be a sequence in H1
0 (Ω) and (ρh) a sequence in ]0,+∞[

with ρh → +∞ such that (vh) =

(

uh
ρh

)

is weakly convergent to v in H1
0 (Ω). Let (γh) be

a sequence weakly convergent to γ in L
n
2 (Ω) with |γh(x)| ≤ c(x) for some c ∈ L

n
2 (Ω).

Let (µh) be a sequence strongly convergent to µ in L
2n

n+2 (Ω) and (δh) a sequence strongly

convergent in H−1(Ω) such that

∫

Ω

n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

ϕdx+
1

2

∫

Ω





n
∑

i,j=1

Dsaij(x, uh)Dxi
uhDxj

uh



ϕdx =

=

∫

Ω
γhuhϕdx+ ρh

∫

Ω
µhϕdx+ 〈δh, ϕ〉 ∀ϕ ∈ C∞

0 (Ω).(3.9)

Then, it holds:

(a) (vh) is strongly convergent to v in H1
0 (Ω);

(b) (γhvh) is strongly convergent to γv in H−1(Ω);
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(c) there exist η+, η− ∈ L∞(Ω) such that

η+(x) =

{

exp {−ϑ} v(x) > 0
exp {MR} v(x) < 0

and exp{−ϑ} ≤ η+(x) ≤ exp {MR} if v(x) = 0,

η−(x) =

{

exp {−ϑ} v(x) < 0
exp {MR} v(x) > 0

and exp{−ϑ} ≤ η−(x) ≤ exp {MR} if v(x) = 0,

and such that for every ϕ ∈ H1
0 (Ω), ϕ ≥ 0:

∫

Ω

n
∑

i,j=1

Aijη
+Dxi

vDxj
ϕdx ≥

∫

Ω
γη+vϕdx +

∫

Ω
µη+ϕdx,

∫

Ω

n
∑

i,j=1

Aijη
−Dxi

vDxj
ϕdx ≤

∫

Ω
γη−vϕdx +

∫

Ω
µη−ϕdx,

where Aij(x) =

{

A+
ij(x) v(x) > 0

A−
ij(x) v(x) < 0

.

P r o o f. Up to a subsequence, vh is convergent to v a.e. in Ω. From the

previous lemma, it follows that γhvh is strongly convergent to γv in H−1(Ω). Let ζ(s)

be the function defined in Lemma 3.4. By (a.4), the result in [6] allows us to put

ϕ = vh exp {ζ(uh)} in (3.9), yielding

∫

Ω

n
∑

i,j=1

aij(x, uh) exp {ζ(uh)}Dxi
uhDxj

vh dx+

∫

Ω





1

2

n
∑

i,j=1

Dsaij(x, uh)Dxi
uhDxj

uh + ζ ′(uh)
n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

uh





vh exp {ζ(uh)} dx =

=

∫

Ω
γhuhvh exp {ζ(uh)} dx+ ρh

∫

Ω
µhvh exp {ζ(uh)} dx+ 〈δh, vh exp {ζ(uh)}〉

By (a.4) and (3.1) we have

ρh

∫

Ω

n
∑

i,j=1

aij(x, uh) exp {ζ(uh)}Dxi
vhDxj

vh dx ≤
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≤ ρh

∫

Ω
γhv

2
h exp {ζ(uh)} dx+ ρh

∫

Ω
µhvh exp {ζ(uh)} dx+ 〈δh, vh exp {ζ(uh)}〉.

After division by ρh and using hypotheses on γh, µh and δh, we obtain

lim
h

(∫

Ω
γhv

2
h exp {ζ(uh)} dx+

∫

Ω
µhvh exp {ζ(uh)} dx+ 〈δh, vh exp {ζ(uh)}〉

)

=

= exp {MR}

(∫

Ω
γv2 dx+

∫

Ω
µv dx

)

and

lim sup
h

∫

Ω

n
∑

i,j=1

aij(x, uh) exp {ζ(uh)}Dxi
vhDxj

vh dx ≤

≤ exp {MR}

(∫

Ω
γv2 dx+

∫

Ω
µv dx

)

.(3.10)

Now, let us define

ϑ1(s) =







ϑ(s) s ≥ 0
Ms −R ≤ s ≤ 0
−MR s ≤ −R

and consider as test functions (v+ ∧ k) exp{−ϑ1(uh)} (k ∈ N). Putting them in (3.9),

we get:
∫

Ω

n
∑

i,j=1

aij(x, uh) exp{−ϑ1(uh)}Dxi
vhDxj

(v+ ∧ k) dx+

+
1

ρh

∫

Ω





1

2

n
∑

i,j=1

Dsaij(x, uh) Dxi
uhDxj

uh −ϑ′1(uh)
n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

uh





(v+ ∧ k) exp{−ϑ1(uh)} dx =

=

∫

Ω
γhvh(v

+ ∧ k) exp{−ϑ1(uh)} dx+

∫

Ω
µh(v

+ ∧ k) exp{−ϑ1(uh)} dx+

+
1

ρh
〈δh, (v

+ ∧ k) exp{−ϑ1(uh)}〉.(3.11)

By (a.4), (3.1) and (a.5), we have:

1

2

n
∑

i,j=1

Dsaij(x, uh)Dxi
uhDxj

uh − ϑ′1(uh)
n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

uh ≤ 0.

On the other hand, we have:

lim
h
aij(x, uh) exp{−ϑ1(uh)}Dxj

(v+ ∧ k) = A+
ij exp{−ϑ}Dxj

(v+ ∧ k)
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strongly in L2(Ω),

lim
h

(v+ ∧ k) exp{−ϑ1(uh)} = (v+ ∧ k) exp{−ϑ}

strongly in each Lp(Ω) with p <∞,

lim
h
vh(v

+ ∧ k) exp{−ϑ1(uh)} = v(v+ ∧ k) exp{−ϑ}

strongly in L
n

n−2 (Ω) and

lim
h

1

ρh
(v+ ∧ k) exp{−ϑ1(uh)} = 0

weakly in H1
0 (Ω).

Letting h→ +∞ in (3.11), we get

∫

Ω

n
∑

i,j=1

A+
ij exp{−ϑ}Dxi

vDxj
(v+ ∧ k) dx ≥

≥

∫

Ω
γv(v+ ∧ k) exp{−ϑ} dx+

∫

Ω
µ(v+ ∧ k) exp{−ϑ} dx.

Letting now k → +∞, after division by exp{−ϑ}, we have

∫

Ω

n
∑

i,j=1

A+
ijDxi

v+Dxj
v+ dx ≥

∫

Ω
γ(v+)2 dx+

∫

Ω
µv+ dx.(3.12)

Analogously, let us define the function

ϑ2(s) =







ϑ(s) s ≤ 0
−Ms 0 ≤ s ≤ R
−MR s ≥ R

and consider as test functions (v+ ∧ k) exp{−ϑ2(uh)} (k ∈ N). We obtain

∫

Ω

n
∑

i,j=1

A−
ijDxi

v−Dxj
v− dx ≥

∫

Ω
γ(v−)2 dx−

∫

Ω
µv− dx.(3.13)

Thus, (3.12) and (3.13) give

∫

Ω

n
∑

i,j=1

AijDxi
vDxj

v dx ≥

∫

Ω
γv2 dx+

∫

Ω
µv dx.(3.14)
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It follows from (3.10) and (3.14):

lim sup
h

∫

Ω

n
∑

i,j=1

aij(x, uh) exp {ζ(uh)}Dxi
vhDxj

vh dx ≤

≤ exp {MR}

∫

Ω

n
∑

i,j=1

AijDxi
vDxj

v dx.(3.15)

Now, let us show that vh converges to v in the strong topology of H1
0 (Ω). Let

us observe that

∫

Ω

n
∑

i,j=1

aij(x, uh) exp {ζ(uh)}Dxi
(vh − v)Dxj

(vh − v) dx =

=

∫

Ω

n
∑

i,j=1

aij(x, uh) exp {ζ(uh)}Dxi
vhDxj

vh dx+

−2

∫

Ω

n
∑

i,j=1

aij(x, uh) exp {ζ(uh)}Dxi
vDxj

vh dx+

+

∫

Ω

n
∑

i,j=1

aij(x, uh) exp {ζ(uh)}Dxi
vDxj

v dx(3.16)

and

lim
h

n
∑

i=1

aij(x, uh) exp {ζ(uh)}Dxi
v = exp {MR}

n
∑

i=1

AijDxi
v ∀j = 1, . . . , n

strongly in L2(Ω).

Then, passing to the lim sup in (3.16), we have by (3.15)

lim sup
h

∫

Ω

n
∑

i,j=1

aij(x, uh) exp {ζ(uh)}Dxi
(vh − v)Dxj

(vh − v) dx =

= lim sup
h

∫

Ω

n
∑

i,j=1

aij(x, uh exp {ζ(uh)})Dxi
vhDxj

vh dx+

− exp {MR}

∫

Ω

n
∑

i,j=1

AijDxi
vDxj

v dx ≤ 0.(3.17)
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By (3.17) and (a.3), we conclude that:

ν lim sup
h

‖Dvh −Dv‖2
L2 ≤

≤ lim sup
h

∫

Ω

n
∑

i,j=1

aij(x, uh) exp {ζ(uh)}Dxi
(vh − v)Dxj

(vh − v) dx ≤ 0.

So vh converges strongly to v in H1
0 (Ω).

Up to a subsequence, exp{−ϑ1(uh)} is weakly∗ convergent in L∞(Ω) to some

η+. Of course, we have:

η+(x) =

{

exp {−ϑ} v(x) > 0
exp {MR} v(x) < 0

and exp{−ϑ} ≤ η+(x) ≤ exp {MR} if v(x) = 0. Then, let us consider as test functions

ϕ exp{−ϑ1(uh)} with ϕ ∈ C∞
0 (Ω), ϕ ≥ 0. Let us observe that we have

lim
h
aij(x, uh) exp{−ϑ1(uh)}Dxi

vh = Aijη
+Dxi

v strongly in L2(Ω),

lim
h
vhϕ exp{−ϑ1(uh)} = vϕη+ strongly in L

n
n−2 (Ω),

lim
h
µhϕ = µϕ strongly in L1(Ω),

lim
h

1

ρh
ϕ exp{−ϑ1(uh)} = 0 weakly in H−1(Ω).

Therefore, putting the test functions in (3.9), we get like in the previous argument,

∫

Ω

n
∑

i,j=1

Aijη
+Dxi

vDxj
ϕdx ≥

∫

Ω
γη+vϕdx+

∫

Ω
µη+ϕdx.

Then, this inequality holds for any ϕ ∈ H1
0 (Ω), ϕ ≥ 0.

In a similar way, by means of the test functions ϕ exp{−ϑ2(uh)}, we get

∫

Ω

n
∑

i,j=1

Aijη
−Dxi

vDxj
ϕdx ≤

∫

Ω
γη−vϕdx+

∫

Ω
µη−ϕdx,

where η− is the weak∗ limit of some subsequence of exp{−ϑ2(uh)}. �

4. Quadratic functionals of the gradient. This section contains the main

tools we need, in order to improve the results of [7, 8, 9]. We consider the case

L(x, s, ξ) =
1

2

n
∑

i,j=1

aij(x, s)ξiξj −G(x, s),
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where aij : Ω × R → R (1 ≤ i, j ≤ n) satisfy the conditions (a.1), (a.2), (a.3) and

(a.4) of the previous section, g : Ω × R → R is a Carathéodory function and G(x, s) =
∫ s
0 g(x, t) dt. We assume that there exist a ∈ Lr(Ω), r ≥ 2n

n+2 , and b ∈ R such that for

a.e. x ∈ Ω and all s ∈ R we have

|g(x, s)| ≤ a(x) + b|s|
n+2

n−2 .(4.1)

Because of (a.1), (a.2) and (4.1), conditions (2.3), (2.4), (2.5) and (2.6) are satisfied.

Theorem 4.1. Let ω ∈W−1,q(Ω) and let u ∈ H1
0 (Ω) be a weak solution of

−
n
∑

i,j=1

Dxj
(aij(x, u)Dxi

u) +
1

2

n
∑

i,j=1

Dsaij(x, u)Dxi
uDxj

u = g(x, u) + ω.

Then the following facts hold:

(a) if 2n
n+2 ≤ r < n

2 and q ≥ nr
n−r , we have u ∈ L

nr
n−2r (Ω);

(b) if r > n
2 and q > n, we have u ∈ L∞(Ω).

P r o o f. It is sufficient to follow the argument of [9, Theorem 2.2.5], with [9,

Theorem 2.2.3] substituted by Theorem 3.3. �

Definition 4.2. We say that g is a nonlinearity with subcritical growth, if

for every ε > 0 there exists aε ∈ L
2n

n+2 (Ω) such that

|g(x, s)| ≤ aε(x) + ε|s|
n+2

n−2(4.2)

for a.e. x ∈ Ω and all s ∈ R.

Of course, (4.2) implies (4.1) with r = 2n
n+2 .

Now let ω ∈ H−1(Ω) and let us consider the functional f : H1
0 (Ω) → R defined

by

f(u) =
1

2

∫

Ω

n
∑

i,j=1

aij(x, u)Dxi
uDxj

u dx−

∫

Ω
G(x, u) dx − 〈ω, u〉.

Let us provide some results we will use dealing with (CPS)c condition.

Theorem 4.3. Assume that g has subcritical growth. Then for any c ∈ R the

following facts are equivalent:

(a) f satisfies (CPS)c;

(b) every (CPS)c-sequence for f is bounded in H1
0 (Ω).
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P r o o f. It is sufficient to follow the argument of [9, Theorem 2.2.8], with [9,

Theorem 2.2.4] substituted by Lemma 3.4. �

Theorem 4.4. Let c ∈ R and let (uh) be a (CPS)c-sequence for f . Then for

every ρ > 0 and ε > 0 there exists K(ρ, ε) > 0 such that for all h ∈ N,

∫

{|uh|≤ρ}

n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

uh dx ≤

≤ ε

∫

{|uh|>ρ}

n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

uh dx+K(ρ, ε).

P r o o f. Let

ωh = −
n
∑

i,j=1

Dxj
(aij(x, uh)Dxi

uh) +
1

2

n
∑

i,j=1

Dsaij(x, uh)Dxi
uhDxj

uh dx− g(x, uh),

let σ > 0 and let

ϑ1(s) =



























s if |s| < σ

−s+ 2σ if σ ≤ s < 2σ

−s− 2σ if −2σ < s ≤ −σ

0 if |s| ≥ 2σ

.

Then we have

∫

Ω

n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

(ϑ1(uh)) dx+
1

2

∫

Ω

n
∑

i,j=1

Dsaij(x, uh)Dxi
uhDxj

uh ϑ1(uh) dx ≤

≤

∫

Ω
g(x, uh)ϑ1(uh) dx+ ‖ωh‖H−1‖ϑ1(uh)‖H1

0
.

Taking into account (4.1), it follows

∫

{|uh|≤σ}

n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

uh dx−

∫

{σ<|uh|≤2σ}

n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

uh dx+

+
1

2

∫

{|uh|≤σ}

n
∑

i,j=1

Dsaij(x, uh)Dxi
uhDxj

uh ϑ1(uh) dx+

+
1

2

∫

{σ<|uh|≤2σ}

n
∑

i,j=1

Dsaij(x, uh)Dxi
uhDxj

uh ϑ1(uh) dx ≤
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≤

∫

Ω

(

a(x) + b|2σ|
n+2

n−2

)

σ dx+
1

ν
‖ωh‖

2
H−1 +

ν

4
‖ϑ1(uh)‖

2
H1

0

.

There exists K0 > 0 such that ‖ωh‖H−1 ≤ K0. Then, observing that

‖ϑ1(uh)‖
2
H1

0

≤

∫

{|uh|≤σ}
|Duh|

2 dx+

∫

{σ<|u|≤2σ}
|Duh|

2 dx ≤

≤
1

ν

∫

{|uh|≤σ}

n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

uh dx+

+
1

ν

∫

{σ<|uh|≤2σ}

n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

uh dx,

from (3.1) we deduce that

(

1 − σM −
1

4

)∫

{|uh|≤σ}

n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

uh dx ≤

≤

(

1 + σM +
1

4

)∫

{σ<|uh|≤2σ}

n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

uh dx+

+

∫

Ω

(

a(x) + b|2σ|
n+2

n−2

)

σ dx+
K2

0

ν
.

If we set σ =
1

2M
, we easily find an inequality of the form

∫

{|uh|≤σ}

n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

uh dx ≤

≤ K1

∫

{σ<|uh|≤2σ}

n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

uh dx+K2.

If we reapply the same argument, taking ϑ2(s) defined in such a way

ϑ2(s) =























































0 if |s| ≤ σ

s− σ if σ < s < 2σ

s+ σ if −2σ < s < −σ

−s+ 3σ if 2σ ≤ s < 3σ

−s− 3σ if −3σ < s ≤ −2σ

0 if |s| ≥ 3σ

,



420 Annamaria Canino

we get
∫

{σ<|uh|≤2σ}

n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

uh dx ≤

≤ K1
′
∫

{2σ<|uh|≤3σ}

n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

uh dx+K2
′,

hence
∫

{|uh|≤2σ}

n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

uh dx ≤

≤ K1
′′
∫

{2σ<|uh|≤3σ}

n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

uh dx+K2
′′.

Iterating this argument, we get for any k ≥ 1

∫

{|uh|≤kσ}

n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

uh dx ≤

≤ K1(k)

∫

{kσ<|uh|≤(k+1)σ}

n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

uh dx+K2(k).(4.3)

Now, let k ≥ 1 be such that kσ ≥ ρ and kσ ≥ R. Take δ ∈]0, 1[ and let

ϑδ(s) =























































0 if |s| ≤ kσ

s− kσ if kσ < s < (k + 1)σ

s+ kσ if −(k + 1)σ < s < −kσ

−δs+ σ + δ(k + 1)σ if (k + 1)σ ≤ s < (k + 1)σ + σ
δ

−δs− σ − δ(k + 1)σ if −(k + 1)σ − σ
δ
< s ≤ −(k + 1)σ

0 if |s| ≥ (k + 1)σ + σ
δ

.

As before, we get

∫

Ω

n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

(ϑδ(uh)) dx+
1

2

∫

Ω

n
∑

i,j=1

Dsaij(x, uh)Dxi
uhDxj

uh ϑδ(uh) dx ≤

≤

∫

Ω
g(x, uh)ϑδ(uh) dx+ ‖ωh‖H−1‖ϑδ(uh)‖H1

0
≤

≤

∫

Ω
g(x, uh)ϑδ(uh) dx+

1

4δ
‖ωh‖

2
H−1 + δ‖ϑδ(uh)‖

2
H1

0

.
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Now, by (a.4) we deduce that

∫

Ω

n
∑

i,j=1

Dsaij(x, uh)Dxi
uhDxj

uh ϑδ(uh) dx ≥ 0.

Moreover

‖ϑδ(uh)‖
2
H1

0

≤

∫

{kσ<|uh|≤(k+1)σ}
|∇uh|

2 dx+

∫

{|uh|>(k+1)σ}
|∇uh|

2 dx ≤

≤
1

ν

∫

{kσ<|uh|≤(k+1)σ}

n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

uh dx+

+
1

ν

∫

{|uh|>(k+1)σ}

n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

uh dx.

Then, by (4.1) it follows

(

1 −
δ

ν

)∫

{kσ<|uh|≤(k+1)σ}

n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

uh dx ≤

≤

(

δ +
δ

ν

)∫

{|uh|>(k+1)σ}

n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

uh dx+

+

∫

Ω

(

a(x) + b

∣

∣

∣

∣

(k + 1)σ +
σ

δ

∣

∣

∣

∣

n+2

n−2

)

σ dx+
K2

0

4δ
,

hence
∫

{kσ<|uh|≤(k+1)σ}

n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

uh dx ≤

≤
νδ + δ

ν − δ

∫

{|uh|>(k+1)σ}

n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

uh dx+K3(k, δ).

Combining this inequality with (4.3), we get

∫

{|uh|≤ρ}

n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

uh dx ≤

≤

∫

{|uh|≤kσ}

n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

uh dx ≤
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≤ K1(k)

∫

{kσ<|uh|≤(k+1)σ}

n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

uh dx+K2(k) ≤

≤ K1(k)
νδ + δ

ν − δ

∫

{|uh|>(k+1)σ}

n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

uh dx+K1(k)K3(k, δ) +K2(k) ≤

≤ K1(k)
νδ + δ

ν − δ

∫

{|uh|>ρ}

n
∑

i,j=1

aij(x, uh)Dxi
uhDxj

uh dx+K1(k)K3(k, δ) +K2(k).

If we take δ such that

K1(k)
νδ + δ

ν − δ
≤ ε,

the assertion follows. �

5. The superlinear case. Let Ω be a bounded open subset of R
n with n ≥ 3,

let aij : Ω×R → R (1 ≤ i, j ≤ n) satisfy the conditions (a.1), (a.2), (a.3) and (a.4), let

g : Ω×R → R be a Carathéodory function with subcritical growth as in Definition 4.2

and let G(x, s) =
∫ s
0 g(x, t) dt.

We shall consider the functional f : H1
0 (Ω) → R defined by

f(u) =
1

2

∫

Ω

n
∑

i,j=1

aij(x, u)Dxi
uDxj

u dx−

∫

Ω
G(x, u) dx

and the associated Euler equation







−
n
∑

i=1
Dxj

(ai,j(x, u)Dxi
u) + 1

2

n
∑

i=1
Dsai,j(x, u)Dxi

uDxj
u = g(x, u) in Ω

u = 0 on ∂Ω

.(5.1)

Let us make the following further assumptions:

there exist q > 2, γ ∈]0, q−2[ and R′ > 0 such that for a.e. x ∈ Ω and all s ∈ R, ξ ∈ R
n

we have

|s| ≥ R′ =⇒ 0 < qG(x, s) ≤ sg(x, s),(5.2)

|s| ≥ R′ =⇒
n
∑

i=1

sDsai,j(x, s)ξiξj ≤ γ
n
∑

i=1

ai,j(x, s)ξiξj.(5.3)

Assumption (5.2) means that g is superlinear at infinity in the sense of [2, 17, 21].

Because of (a.2) and (a.3), condition (5.3) seems not to be particularly restrictive.

We can now formulate the main result of this section, which is an extension

to the quasilinear case of a well-known theorem of Ambrosetti and Rabinowitz (see

[2, 17, 21]).
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Theorem 5.1. Assume that

ai,j(x,−s) = ai,j(x, s), g(x,−s) = −g(x, s)

for a.e. x ∈ Ω and all s ∈ R, i, j = 1, . . . , n.

Then there exists a sequence (uh) of weak solutions of (5.1) with

lim
h
f(uh) = +∞.

Moreover, if g satisfies (4.1) with r > n
2 , all these solutions are in H1

0 (Ω) ∩ L∞(Ω).

P r o o f. It is sufficient to follow the argument of [9], with [9, Theorems 2.2.5,

2.2.8 and 2.2.9] substituted by Theorems 4.1, 4.3 and 4.4, respectively. �

6. A jumping problem. Let Ω be a connected bounded open subset of R
n

with n ≥ 3, let aij : Ω × R → R (1 ≤ i, j ≤ n) satisfy the conditions (a.1), (a.2), (a.3),

(a.4) and (a.5), let g : Ω × R → R be a Carathéodory function and let ω ∈ H−1(Ω).

Let us make the following further assumptions:

there exist a ∈ L
2n

n+2 (Ω) and b ∈ L
n
2 (Ω) such that for a.e. x ∈ Ω and all s ∈ R

|g(x, s)| ≤ a(x) + b(x)|s|;(6.1)

there exist α, β ∈ R such that for a.e. x ∈ Ω:

lim
s→−∞

g(x, s)

s
= α, lim

s→+∞

g(x, s)

s
= β.(6.2)

Finally, setting

A±
ij(x) = lim

s→±∞
aij(x, s),

let λk [resp. λ̃k] denote the eigenvalues of the linear operator −
∑

Dxj
(A+

ijDxi
u) [resp.

−
∑

Dxj
(A−

ijDxi
u)] with homogeneous Dirichlet condition. Let ϕ1 [resp. ϕ̃1] be a

nonnegative eigenfunction corresponding to λ1 [resp. λ̃1].

We are interested in a jumping problem of Ambrosetti-Prodi type [1]. For

further results in the semilinear case, see [12, 16, 18] and references therein.

Theorem 6.1. Assume that α > λ̃1 and β < λ1. Then there exists t̂ ∈ R

such that for every t > t̂ the equation

−
n
∑

i,j=1

Dxj
(aij(x, u)Dxi

u) +
1

2

n
∑

i,j=1

Dsaij(x, u)Dxi
uDxj

u =
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= g(x, u) + tϕ1 + ω

has at least two weak solutions in H1
0 (Ω).

Moreover, if ω ∈ W−1,p(Ω) for some p > n and a, b ∈ Lr(Ω) with r > n
2 , such

solutions belong to H1
0 (Ω) ∩ L∞(Ω).

Theorem 6.2. Let α and β be as in the previous theorem. Then there exists

t̃ ∈ R such that for every t < t̃ the equation

−
n
∑

i,j=1

Dxj
(aij(x, u)Dxi

u) +
1

2

n
∑

i,j=1

Dsaij(x, u)Dxi
uDxj

u =

= g(x, u) + tϕ̃1 + ω

has no weak solutions in H1
0 (Ω).

Corollary 6.3. Let α and β be as in the previous theorem. Let us suppose

that A+
ij(x) = A−

ij(x) for a.e. x ∈ Ω.

Then there exist t ∈ R and t ∈ R such that the equation

−
n
∑

i,j=1

Dxj
(aij(x, u)Dxi

u) +
1

2

n
∑

i,j=1

Dsaij(x, u)Dxi
uDxj

u =

= g(x, u) + tϕ1 + ω

has at least two weak solutions in H1
0 (Ω) for every t > t and no weak solutions in H1

0 (Ω)

for every t < t.

There results can be proved as in [8]. We have only to substitute [8, Proposition

1.4] with Theorem 4.3 and [8, Lemma 3.2] with Lemma 3.6. The L∞-regularity of u

follows from Theorem 4.1.
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certaines équations quasi-linéaires. Portugaliae Math. 41 (1982), 507-534.

[6] H. Brezis, F. E. Browder. Sur une propriété des espaces de Sobolev. C. R.
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