Provided for non-commercial research and educational use.
Not for reproduction, distribution or commercial use.

Serdica
Mathematical Journal

Cepauka

MareMaTnuyeCcKo CIIMCAHUE

The attached copy is furnished for non-commercial research and education use only.
Authors are permitted to post this version of the article to their personal websites or
institutional repositories and to share with other researchers in the form of electronic reprints.
Other uses, including reproduction and distribution, or selling or
licensing copies, or posting to third party websites are prohibited.

For further information on

Serdica Mathematical Journal
which is the new series of

Serdica Bulgaricae Mathematicae Publicationes
visit the website of the journal http://www.math.bas.bg/~serdica

or contact: Editorial Office

Serdica Mathematical Journal

Institute of Mathematics and Informatics
Bulgarian Academy of Sciences
Telephone: (+359-2)9792818, FAX:(+359-2)971-36-49
e-mail: serdica@math.bas.bg



Serdica Math. J. 39 (2013), 155-188 Serdica
Mathematical Journal

Bulgarian Academy of Sciences
Institute of Mathematics and Informatics

MANGASARIAN-TYPE SUFFICIENT OPTIMALITY
CONDITIONS FOR AGE-STRUCTURED CONTROL
PROBLEMS WITH STATE CONSTRAINTS.

AN APPLICATION TO INVESTMENT IN VINTAGE
CAPITAL

Vladimir Krastev

Communicated by A. Dontchev

ABSTRACT. We consider a class of age-structured control problems with
state constraints, nonlocal dynamics and boundary conditions, defined on
finite time intervals. For these problems we suggest Mangasarian-type suf-
ficient conditions for the optimality of the control. As an application we
consider a model with a state constraint of optimal investment in vintage
capital goods. To solve this model we suggest a numerical method and we
prove that this method converges to an optimal solution.

1. Introduction and the general problem. The age (vintage)
plays an important role in the statement of many problems which arise in biol-
ogy, economics, demography and other sciences. Such problems, known as age-
structured optimal control problems, are considered for example in [1], [2], [5],
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[6], [9], [10], [12] and [16]. The finding of an optimal solution to a control problem
is usually connected with implementation of some optimality condition. It turns
out that the most applicable optimality condition for the age-structured control
problems without state constraints is the Pontryagin’s type necessary condition
which is obtained in [7]. The use of state constraints is an intrinsic feature of the
economic models. As we know there have not been obtained optimality condi-
tions for the control problems which correspond to these models. In the present
paper we suggest Mangasarian type sufficient conditions for optimality for a class
of age-structured optimal control problems with state constraints. These con-
ditions are analogous to the sufficient optimality conditions for optimal control
problems governed by ODEs suggested in [17] and [18].
We consider the following general control problem:

J(u, v, w) /7f0 tayta p(t,a), (t),u(t,a)) da dt+

0
w T
+/ Yo(a, w(a)) +(a,y(T, a)) da—i—/g&o ))dt—>max
0 0

subject to the dynamic equations

) (57 + 50 ) vt = £ (0t p(t.0).0(0).u(.0).

(3) p(t,a) = /g(t,a, a’,y(t,a'),u(t,a')) da/,
0

w

() alt) = [ b(ta.u(t.0)p(t.). a(0) u(t. ) da
0

the initial condition

(5) y(()) a) = 1/)(&, w(a)) for a € [O,W],

the boundary condition

(6)  y(t,0) = p(t (1), v(t)) for ¢ € 0,77,
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the control variable constraints
(7)) wu(t,a) €U, o(t) eV, w(a)eW for t € [0, 7] and a € [0,w],
the mixed state constraints

I(t a,y(t, ), p(t ). q(t). u(t.a)) =0, @(tq(t).v(1) >0,

) W(a,w(a)) >0

for t € [0,T] and a € [0,w], and the pure local state constraints

9) w(t,a,y(t,a)) >0 for t € [0,7] and a € [0,w].

The third group of inequalities of (8) is not actually a group of state
constraints, but we are introducing it to obtain symmetry in the results. In the
optimization problems the sets U, V' and W are usually specified by inequalities.
These inequalities might be incorporated into (8), so there might be various
allocations of these sets. It is known from the optimal control theory for ODEs,
that the pure state constraints (that is the constraints in which control variables
are not involved) are more difficult to handle. Therefore we separate here the
inequalities (9) which do not include control and nonlocal (p and g) variables. We
will call to these inequalities pure local state constraints. They might be included
into the constraints (8) by substitution of the function II with the function (II, 7).
But analogously to the optimal control theory for ODEs, we will suggest relaxed
sufficient conditions for the age-structured problems with this kind of constraints.

In the paper we denote by ¢ the time, running in the interval [0, 7.
The scalar valued variable a € [0,w] is usually interpreted as the age of the
controlled objects in the applications. Sometimes it is convenient to transform
the original (¢,a) variables (coordinates) to the characteristic (t,x) coordinates
by the transformation z = t — a, a = t — x. Then the variable z € [-w,T] is
interpreted as the time of birth.

We denote by (s,c) any pair of state (phase) variable s S (y,p,q) and
control variable ¢ = (u,v,w). Besides y is the local state variable, (p,q) are
nonlocal state variables, and the variables u, v and w are distributed, boundary
and initial control respectively. The strict formulation of these variables and of
the functions used in the problem is given in the next section.

The present paper may be considered as a continuation of the paper [14].
The problem considered here is a modification of the main control problems which
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have been considered in [7] and [14]. The difference with the paper [14] is the
presence of state constraints given by the inequalities (8) and (9). Unlike the
main problem considered in [7], in [14] and in the present paper the objective
functional (1) is divided additively.

The paper is organized as follows. In the next section we give the formu-
lation of the main problem in details and define the corresponding Hamiltonians,
Lagrangians, adjoint variables and Lagrange multipliers. In section 3 we suggest
and prove sufficient conditions for optimality for the main problem. As appli-
cation of the suggested sufficient conditions in the last section 4 we consider a
model with pure local state constraint of a problem for investment in vintage
capital goods. In order to solve this model we suggest a numerical algorithm
based on the shooting method. We show that this algorithm converges to an
optimal solution.

2. Basic definitions and assumptions. Let us denote by Q <

[0,T] x [0,w] the domain in which we consider the main problem. We refer to
the vector € = (1,1) as the (characteristic) direction of the differential operator
(8 JOt+0/da ), and to the last operator we refer as to directional derivative along

the direction €, that is

ot T oa ) :

<8 a)y(t,a)d:eflim y(t+e,a+¢e)—y(t a)

The control variables are u : Q@ — R*, v :[0,T] — R*? and w : [0,w] — R*3, and
they are restricted in the sets U € R*1, V C R*? and W C R*3 respectively. The
state variables are y : Q@ — R™, p: @ — R"™ and ¢ : [0,7] — R". The functions
used in the main problem fy, 19, [ and g are scalar valued. The other functions
are vector valued: f € R™, g€ R, he R", ) € R™, p € R™, Il € R, & € R,
U ¢ R and 7 € R, As in [14] the functions used fo, f, h, g, Yo, ¥, I, @0, @, 11,
®, U and 7 are Carathéodory (measurable with respect to t, a, a’ and continuous
with respect to the rest of the variables), essentially bounded, and differentiable
with respect to (y,p,q,u,v,w). Their partial derivatives are also Carathéodory
(measurable with respect to ¢, a, ' and continuous with respect to the rest of
the variables) and essentially bounded.

An admissible control is any triplet ¢(-,-) = (u(-,),v(.), w(-)) where u(.),
v(-) and w(-) are measurable in @, [0,7] and [0, w] respectively and the constraints
(7) are satisfied. If ¢(+, -) is a fixed admissible control, we use the notion of solution
ye L®(Q;R™),pe L*(Q;R") and ¢ € L* ([0,7]; R") to the dynamic system
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(2)—(4), which is given in the definition 1 of [7]. Besides we’ll assume that for any
admissible control there exists a unique solution on @) to this dynamic system. If
this solution satisfies (5), (6), (8) and (9) then we will call this solution admissible
state (phase) trajectory.

For the main problem we use the distributed, the boundary and the initial
Hamiltonians

H(t,a,y,p,q,u,&m(),C) = folt,a,y,p,q,u) +Ef(t,a,y,p, g, u)+

(10) + / nt(a/)g(tv a/7 a,y, u) da/ + Ch(tv a,y,p,q, ’LL),

0
(11) Hb(tv q,?, gt()) = 4,00(t, q, U) + &(0)(,0(75, q, U)a
(12) Ho(a,w,&a()) = tola, w) + £a(0)i)(a, w),

which are functionals of the functions 7:(-), &(-) and &,(-). We will use these
Hamiltonians together with the adjoint functions (variables) £(-,-), n(-,-) and
¢(-) which will be defined below. Besides, for the functions referred to as argu-
ments of the Hamiltonians, we will always use n:(-) = n(t,-), &(-) = £(¢,-) and
£ul) = £ ).

In order to handle the state constraints, we define the following dis-
tributed, boundary and initial Lagrangians:

def

L(t7 a,y,p, Q7u7£7nt(')7 <7 )‘7 A,)

(13) o

= H(t,a,y,p, ¢ u, & (), ) + A(t, a, 9, p, q,u) + N7(t, a,y),
(14) Lb(tv q,v,gt('),/i) = Hb(t>Q>U7£t(')) + /-L(I)(tv qvv)v
(15) Lo(a,w,fa(-)ﬂ/) d:efHO(aaw7§a(')) +V‘Il(auw)'

Here we assume that the Lagrange multipliers are A € L'(Q; R1), N € LY(Q; RM),
pe LY ([0,T);R"?) and v € L' ([0,w]; R®). Of course the Lagrangians are also
functionals of n:(-), &(+) and &,(-), and we will always use the same functions for
these arguments.
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In the definitions (10)—(12) of the Hamiltonians we have used the adjoint
functions £ € L™ (Q; R™), n € L* (Q; R") and ¢ € L*> ([0,T]; R"), which are a
solution to the following adjoint system of equations:

0 0 0
<a + %) §(t¢a) = _8_yL (taaayapaqauaf(tva)an(t¢ ')ag(t)a)\a)‘/) =
(16) = _%H (tuauyapu Q7u7£(t7a)7n(t7 )7<(t)) -

_A%H (t7 a,y,p,q, U) - )‘/%ﬂ- (t7 a, y) 9

n(tua) = QL (tuauyupu q:uug(tua%n(u )7<(t)7)‘7A,) =

dp
(17) P P
= a_H (t7 a,y,p,q,u, £(t7 a)a 77(75> ')7 C(t)) + )‘8_1_1 (t7 a,y,p,q, U) )
P p
0
C(t) = gglo (00,60t 0), 1) +
[
+ [ ek (b pa € a) e, ). C0. AN da =
(18) %

0
= a_Hb (t7 q,v, g(ta 0)) + Ma—q)(t, q, ’U)+
q q

w w
0 0
T /8—qH(t,a,y,p,q,u,at,a),n(t, ),¢(8) da + /Aa—qnu,a,y,p,q,w da.
0 0

The definition of a solution to this adjoint system is analogous to the
definition of the solution to the dynamic system (2)-(4). We omit the argu-
ments ¢ and a of the control and state variables as well as the arguments (¢, a)
of the Lagrange multipliers A and X', the argument ¢ of the multiplier z and a
of the multiplier v. Further, for the sake of brevity we will continue to omit
the arguments ¢ and a. For example, instead of f (¢, a,y(t,a), p(t,a),q(t), u(t,a))
we will write as f (t,a,y,p,q,u). The control and state variables, which we’ll
test for optimality, we will denote by “hats”. Moreover, we will use abbrevi-
ations, such as f*[t,a] € f(t,a,9,p,q,a) and f[t,a] = f(t,a,y,p,q u). For
the Hamiltonians of the variables denoted by “hats” these abbreviations writ-
ten in detail are H[t,a] = H (t,a,§(t,a), p(t,a),q(t),a(t,a),&(t,a),n(t, ), (1)),
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Hpla) = Ho (a,1(a), £(0,a)) and H{[t] = Hy (£, (1), 5(¢), £(t,0)). The abbrevi-
ations are similar for the Hamiltonians of variables without “hats” and for the
Lagrangians. We will omit the sign for transposition in the dot products of
vectors.

3. Sufficient conditions for optimality. In this section we consider
the problems (1)—(8) and (1)—(9) which are problems with and without pure local
state constraints, respectively. In order to prove the main results we need the
following;:

Lemma 1. Let the function f(t,a) € L'(Q) be absolutely continuous
along the characteristic direction and let (3/0t + 0/da) f(t,a) € L}(Q).

Then the following equality holds:
w w
dt + / f(t,a)
0
0

T w T
// < > flt,a)dadt = /f(t,a)
0 0 0

This lemma is proven in [14] and it is actually a reformulation of Lemma
2 from the paper [7]. Therefore we omit the proof here.
Further we use the following well-known notion:

T
da

Quasiconcave function. Let f : S — R be a real-valued function
defined on a convex subset S of a real vector space. The function f is said to be
quasiconcave if for each x1,x9 € S the following inequality holds:

fOx1+ (1= XNag) >min{f (x1), f (z2)} for each X € [0,1].

In other words f is said to be quasiconcave if —f is quasiconvex.

In the following theorem we suggest a sufficient condition for optimality
for the age-structured control problem with mixed state constraints (1)—(8).

Theorem 1. Let (5,¢) = (y,p,q,0,0,w) be an admissible pair of state
and control variables for the problem (1)—(8). Let there exist Lagrange multipliers
A, 1and v, and an absolutely continuous along the characteristic direction € solu-
tion (&£,m,C) of the adjoint system (16)—(18), which corresponds to the considered
pair and to the Lagrange multipliers. Besides let the following six assumptions

hold:

1. The necessary conditions for local mazximum of the Lagrangians:
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(20) a%LA [t,q] (u —at, a)) -

= {(%HA [t,a] + /\(t,a)é%ﬂ/\ [t,a]} (u - a(t,a)> <0

for a.e. (t,a) € Q and a.e. u e U;

e il (o= 00) = { g Hi + a0 et} (- 00) <0

for a.e. t €[0,T] and a.e. v € V;

(22) a%Lg[a] (w . ﬁ)(a)) - {a%H{)\[a] + V(a)a%qﬂ[a]} (w - w(a)) <0

for a.e. a € [0,w] and a.e. w e W.

2. The conditions for non-negativity of the Lagrange multipliers and the com-
plementary slackness conditions:

(23)

for a.e. (t,a) € Q, t€[0,T] and a € [0,w] respectively.

3. The transversality conditions:

(24) (T, a) = (%l(a,g)(T, a)) for a.e. a € [0,w],

(25) E(t,w) =0 for a.e. t €[0,T].
4. The function II(t,a,y,p,q,u) is quasiconcave with respect to (y,p,q,u),

®(t,q,v) is quasiconcave with respect to (q,v) and V(a,w) is quasiconcave
with respect to w. The sets U, V and W are convez.
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5. For the given adjoint functions &, n and ( the distributed Hamiltonian
H(t,a,y,p,q,u,&(t,a),n(t,-),((t)) is concave with respect to (y,p,q,u), the
boundary Hamiltonian Hy(t,q,v,£(t,+)) is concave with respect to (q,v) and
the initial Hamiltonian Hy(a,w,&(-,a)) is concave with respect to w.

6. The function l(a,y) is concave with respect to y.

Proof. The ideas are the same as in [17] and [18]. Let us note first,
that from the concavity of the Hamiltonians (assumption 5 of the theorem) the
following inequalities hold (see in [3, p. 103]):

(26) S o
A O At A O At a
(27) Hy'[t] — Hplt] > 8_qu t](d =)+ 5 Hylt] (0~ v),
AN 8 A ~
(28) Hy la] = Hola] = -~ Hy'la] (w0 — w).

According to [3, p. 115, Theorem 3.5.4] and to the standing assumptions
of the present paper for differentiability, the functions Il(t, a,y,p, ¢, u), ®(t,q,v)
and ¥(a,w) are quasiconcave with respect to (y,p, q,u), (¢,v) and w respectively
if and only if the statement

if T[t,a] > I"[t,a] then

e i+ B g+
+—aﬂa[qt’a] (-0 + 2L iy 0
, A OP"[t] 0PNt .
(30) if ®[t] > ®7[t] then 94 (g—4q)+ 5 (v—10) >0,
(31) if W[a] > U [a] then Ul (w — 1) > 0

ow
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holds true respectively.
Let (s,c) be an arbitrary admissible pair of state and control variables.

Let us denote by A < J (@, 9,) — J (u,v,w) the difference between the values
of the objective functional for ¢ and ¢. We must prove that A > 0. From (1) we
see that the difference

T w
A= // fo(t,a,9,p,4,4) — fo(t,a,y,p,q, ))dadt+
0 0

(32) + [ (%o (a
(

®0 ta q:lf)) — ¥0 (t7Q7v) )dt

) + 1 (a,9) = o (a,w) — 1 (a,) ) da+

_l’_

(
(

T — 8T T

is a sum of three integrals, which we denote by I, I5 and I3.
We have to estimate each of these integrals. First, using the definition of
the distributed Hamiltonian, we estimate I; consecutively:

HMt,a] — dadt - E(f [, a) — f[t, a] ) dadt—
< J [t

n (t, a/) (g (t, a,a,q, 22) —g (t, a,a,y, u) )da/dadt—
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e R e I

00
T w 8]___[/\[ ]
t,a .

+///\T (u—1u) dadt+

00

(33b) T
o0H ta 8<I>A 8HA R

+ — (¢ —q) dt+
0

T w T w
—i—//f(at a)yyaladt // n(p— pdadt+/§q g)dt =
00 00

~

—=

e D

(g - 83) [é( )}dadt - O/T{ 81;§[t] +M8<I;’;[t] } (g —q)dt+

0
7 oM ¢, c‘)HA t, OIIN [t
+ /)\{ il y—1) a](p—ﬁ)-i- 8[’a](q—Q)}dadt+
) q
[ ooMta]
— >
+ /)\ 50 (u — ) dadt >
0

T w T
(33) > //(% + 8%) [5<y—@>]dadt+/{a@;m +u8q;q[”}<q—q“> it =
00 0
w T T w
- [eta(vto - ita) | da+ [eta(stn-ita)| d+
(33e) 0 ’ 0 ’
OH}Mt] oD [t] N
+O/{ abq T }(q—Q)dt—
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(T.0) (u(T0) (T ) da ~ [ €(0.0)(w(aw) = 6 (a.10) )da +
0

0
T T
30 + [ &t)(vltw) — o(t.) )t — [ 6(0.0)(olt.0.0) — o (0..9) )t +
0 0
T
[

This series of estimations is obtained: a) from the inequality (26) and
from the dynamic equations (2), (3) and (4); b) from the adjoint system (16),
(17), (18) and from the condition (20) for local maximum of the distributed La-
grangian; c) from the derivative of the product of functions rule and by canceling
of opposite terms; d) from the conditions (23) for non-negativity and comple-
mentary slackness and from the quasiconcavity of the function II with respect to
(y,p,q,u) (if A(t,a) > 0 then II"[¢,a] = 0, therefore II[t,a] > 1I"[t,a] and the
inequality of the statement (29) holds); e) from the lemma; f) from the initial
condition (5) and the boundary condition (6).

Now we estimate the integral Io:

w

(34) IQ:/<w0(a,w) woaw da+ l(a,y(T,a)) l(a,y(T,a)))daZ

O\E

/
(34) .
/

/
(34) .
/
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/w

(34c¢) 0 w
0

(34d) > /g(o,a)(w (a,w) — (a,w))da+ / a%z(a,@(T,a)) (g(T, a)—y(T, a))da
0

0

We have obtained this estimation using: a) the definition of the initial
Hamiltonian (12) and the concavity of the function I(a, y) with respect to y; b) the
inequality (28); ¢) the condition (22) for local maximum of the initial Lagrangian
Ly; d) the condition (23) and the quasiconcavity of the function ¥(a,w) with
respect to w (as in the estimation of Iy if v(a) > 0 then ¥"[a] = 0, therefore
Ula] > UM a] and the inequality of (31) holds).

Similarly we estimate the integral Is:

T
(35) (t,q, (t,q,v))dt =
0/900 1q,0) — po(t,q )
T T
) = [ (- ml)at - [ 6e0)(o 0.0 - tt.a))at >
0 0
T T
> [t G- ade+ [ 5o o - v)de -

(35b)
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T T
> [ oo @-ode+ a5 oM oo di -
(35¢) OT 0
- [0 (000,09 - ott.a)at
0

This series of evaluations we have obtained by using: a) the definition of
the boundary Hamiltonian (11); b) the inequality (27); c¢) the necessary condition
for local maximum of the boundary Lagrangian (21).

Adding the right-hand sides of the inequalities (33), (34) and (35), and
canceling the opposite terms we obtain the following evaluation for the differ-
ence A:

| \/

/w [ (T,a) — —l(a y(T, a))} (y(T,a) —g(T7Q)>da+
0

(36)  + [ &) (y(tw) —g(tw))dt +

+ fuo{soa- 0+ o= o fa

St — 5 O

From the transversality conditions (24) and (25) it follows that the first
two integrals in the right-hand side of the above inequality are non-negative.
From the conditions (23) and from the quasiconcavity of the function ® with
respect to (g,v) it follows that the third integral is also non-negative (if p(t) > 0
then ®"[t] = 0, ®[t] > ®"[t] and therefore the inequality of (30) holds). Therefore
A > 0 and the theorem is proven. [

It turns out that if the age-structured control problem includes pure local
state constraints, as the separated in the inequalities (9) ones, we may have to
allow the adjoint variable £(¢,a) to jump at the end points ¢ = T and a = w.
Therefore we suggest the following sufficient condition for the problem (1)—(9):

Theorem 2. Let (3,¢) = (4,p,q,0,0,w) be an admissible pair for the
problem (1)—(9). Let there exist Lagrange multipliers X\, X', u and v, and an ab-
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solutely continuous along the characteristic direction solution (£,1,() of the ad-
joint system (16)—(18), which correspond to (8, ¢) and to the Lagrange multipliers.
Furthermore let there exist functions o € L' ([0,T]; R™) and B € L' ([0,w]; R™).

Let the siz assumptions of the Theorem 1 hold with A replaced by (A, \')
and 11 replaced by (I, ), and in addition the next three assumptions be satisfied:

1. The function ©(t,a,y) is quasiconcave with respect to y;

2. The adjoint variable £(t,a) could be discontinuous at the end points a = w

in which case the following jmgp condition is satisfied
(37) §(t,w_) —&(tw) = alt) oy W(?ﬁ,(.u,@(?ﬁ,tu)) for a.e. t €[0,T]

together with the conditions for non-negativity of the function a and the
complementary slackness

(38) a(t) >0, «aft) W(t,w,g)(t,w)> =0 for a.e. t €[0,T].

3. The variable (t,a) could have jump discontinuities at t =T in which case

(39) §(T7,a) —&(T,a) = Bla) é% W(T,a,g)(T, a)) for a.e. a € [0,w]
together with
(40) Bla) >0, p(a) 7T<T, a,y(T, a)) =0 for a.e. a € [0,w].

Then the pair (8,¢) is optimal.
In the assumptions of this theorem we use the denotations

def def

§(T7,a) = lim &T —e,a—¢) and & (tw )= lim £(t—e,w—e).
e—0 =0
e>0 e>0

Proof. The only difference between the proofs of the previous and the
present theorems is in the estimation of the integral I;. In the same way here
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we receive the estimation (33f), but £(7T,a) and £(t,w) are replaced by (T, a)
and &(t,w™) respectively. Using the equations (37)—(40) and the quasiconcavity
of the function m we estimate the sum of the first and the third terms of (33f)
with the above mentioned replacements:

w T
/ §(T7,a) (u(T,a) = §(T,a) )da + / & (tw) (yltw) = gtw))dt =
0 0

— [ (1.0) (o) ~ 57,0 da+ [3(0) 7 (7,0, ) (4(T,0) = (7. 0)) da+
0 0
T T

+ Jett)(vte.w) = ittw) )+ fat)gon(twilt.w)(atw) i) dt >

So the estimation for I; from the proof of the previous theorem holds and this
proves the present theorem. [

Remarks. The above theorem is a relaxation of Theorem 1. It is possible
to generalize this relaxation by proving sufficient conditions in which to allow the
adjoint variable £(¢,a) to have jumps on curves having parts which are internal
to the domain (). In this paper we will not prove such a generalization.

In the formulation of the Assumptions 2 and 3 of Theorem 2 instead of
the jump conditions (37) and (39) we can assume that the adjoint variable £(t, a)
is continuous along the characteristic direction at the end pointsa =w andt =T,
and instead of the transversality conditions (24) and (25) from Theorem 1 the
following transversality conditions hold:

(37 €(t,w) = a(t)%w(t,w,g(t,w)) for a.e. t € [0, 7],

(39) &(T,a) = 5(a)(%w(T,a,g(T, a)) + %l(a,g)(T, a)) for a.e. a € [0,w].

Let the assumptions of the Theorem 1 or the Theorem 2 hold. Obviously
if any one of the Hamiltonians is strictly concave, then the pair (3§, ¢) is the unique
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optimal solution to the control problem. If we are looking for the minimum of
the objective functional, we must replace all requirements for concavity and qua-
siconcavity of the functions with requirements for convexity and quasiconvexity
respectively, the relations “<” in (20)—(22) with the opposite ones, and the con-
ditions for non-negativity of the functions «, 5 and the Lagrange multipliers with
the conditions for non-positivity.

4. An application to investment in vintage capital goods.
We consider here an age-structured model of a newly established firm which
produces a single product by means of capital goods (e.g. machines). The last
can be of various vintages. In order to ensure the manufacturing process the firm
has to invest in these capital goods being able to choose between a continuum of
generations of them. The model is as follows:

T w
T Ty, Ko) = //e p(t — )K (1) ~ b(t,a) (t,0) — SI*(t,a)) dadt —
(41) 00

—](b(O,a)Ko( )+ KO

0

b(t,0)Io(t) + gfg@e)) dt — max

O\%

subject to the dynamics

(42) (%—l—%) K(t,a) =1(t,a) — 6K (t,a) t€[0,7], a€|0,w],

the boundary condition

(43) K(t,0) = Iy(t) te 0,77,
the initial condition

(44)  K(0,a) = Ko(a) a e o,ul,
and the state constraint

(45) K(t,a) >0 for each (t,a) € Q =1[0,7] x [0,w].

In this model ¢ denotes the time and a the age of a capital good. The
vintage of the last is the difference x = ¢t — a. The capital goods can be used no
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more than w years after the year in which they are produced, so a € [0,w]. The
firm wants to determine its optimal investment strategy for a period of T years,
hence t € [0,7]. We shall assume that this time period is sufficiently long, so
T > w. The stock (which is the number) of capital goods of age a at time ¢ is the
state variable in the model and is denoted by K (t,a). In order to represent the
fact that the stock can not be negative, we introduce the state constraint (45).
The distributed control variable I(¢, a) is the investment in capital goods of age a
at time ¢ and it is the number of units purchased (if I(¢,a) > 0) or sold (if I(¢,a) <
0). Since the firm can buy and sell the capital goods, the model does not include
any direct constraints on this control variable. Note however that the state
constraint (45) restricts this variable indirectly: the firm can sell only if it has a
positive stock of capital goods. Apart from the distributed control, we consider
the investments in new capital goods Iy(t) as a boundary control variable and
the choice of the stock of capital goods at the moment of establishment of the
firm Koy(a) as an initial control variable. We assume that the other functions
used in the model are sufficiently smooth and the constants used are positive.
In order to find the optimal investment strategy, the firm has to maximize
the objective functional (41), which is the discounted profit stream. The inte-
grand of the first term of (41) represents the discounted profit of the capital goods
(machines) of age a at time ¢ via the difference between the revenues from their ex-
ploitation p(t — a)K(t,a) and the investment costs b(t,a)I(t,a) + gﬂ(t, a). The
latter are divided into acquisition costs b(t,a)l(t,a) and implementation costs
£I%(t,a) (for example installation costs and uninstallation costs). In fact, the
first term is revenue when the firm sells. The descriptions of the other integrands
of (41) are analogous: b(0,a)Ky(a) + gKg(a) are the costs for initial capital of

age a and b(t,0)Iy(t) + g[g(t) are the investment costs at the moment ¢ for the
newest generation of the capital goods.

Due to technological progress the productivity of the capital goods is
increasing with respect to their vintage, therefore p’(x) > 0. For the same reason
the price of each fixed generation of capital goods (the capital goods with fixed

vintage, i.e. t —a = const ) must decline with age, hence a—b(a: +a,a) < 0. We
a

assume that anticipating the future technological progress the firm can estimate
the future productivity and prices of the capital goods. Besides we assume that
the price of each fixed generation of capital goods can be presented as a declining
exponent of the age:

(46) b(t,a) = bo(t — a)e~ -0
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where by(x) and A(x) are positive valued functions. Most of the capital goods are
durable, and according to Bayus [4] generally declining price is optimal for each
generation of goods. This has been supported in many empirical studies. Having
high coefficient of determination, the exponential trends fit to the optimal price
paths and also fit to the empirical examples. The rate of decline of the prices A(z)
increases for subsequent generations, therefore A’(z) > 0. But according to [4],
in some cases, penetration pricing strategy is optimal for the older generations
of the durable good. We stress that in these cases our assumption that prices
decline fails to hold.

The model is related to Feichtinger et al. [9]. Similar models have been
investigated in [2] and in [10]. The evolution law of the capital described by
(42)—(44) is the same as that one, described in the models of the cited papers.
The full description of this evolution law can be found in [2]. Our model does not
represent some features, represented in [9], such as the increase of the depreciation
rate 0 with the age, the effect of the experience on the firm’s expenditures and the
saturation of the market of the firm’s product. However, through the introduction
of the state constraint we guarantee that the optimal solution for the capital
cannot be negative. As Feichtinger et al. have noted in [10], if the state constraint
fails to hold for the optimal solution, the last could not have economic meaning.

Let us continue with solving the model (41)-(45). We will suggest a
numerical algorithm which is based on the shooting method (see for example
in [19] p. 502). Then we will show that the algorithm generates a sequence of pairs
of control and state variables, and this sequence converges to an optimal pair,
because the last satisfies the conditions of Theorem 2. First let us introduce the
Hamiltonians and the Lagrangians. For the adjoint variable £(t,a), which we’ll
introduce later, the distributed, the boundary and the initial Hamiltonians are

47)  H(t,a,K,1,6)=e (p(t — a)K — b(t,a)T — gﬂ) +e(I - 0K),

C

(48) Hy (t, I, (1, ) = —e " (b(t,O)Io +3

13) +€(t, 0o,

(49) Hy (a, Ko, &(0)) = = (b(0, @) Ko + SKF) + £(0,a) Ko,

respectively.
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Obviously the conditions for concavity of Theorem 1 are satisfied for these
Hamiltonians. Since the pure local state constraint (45) is the only state con-
straint in the model, the side Lagrangians coincide with the corresponding Hamil-
tonians, that is Ly, = Hy and Ly = Hy, and the distributed Lagrangian is

(50) L(t,a,K,1,§,\) = H(t,a,K,I,§) + \K.

Furthermore, it should be noted that the assumption for quasiconcavity
of Theorem 2 (assumption 1) is satisfied for the state constraint (45).

The Hamiltonians and the Lagrangians introduced here are regular, which
means that their maximizers with respect to the corresponding control variables
are unique. These maximizers of the Lagrangians are

A e"té(t,a) — b(t,a)

(51) I(t, (1) = - ,
(52) fo(t) = 6”60%0)0— b(t,0)
(53) Feo(a) = §©:2) - b(0,0)

From the above equations we see that Io(t) = I(t,0) for each ¢ € [0,T]
and Ko(a) = I(0,a) for each a € [0,w]. It is known in the optimal control theory
for ODEs that if the Hamiltonian is regular and some constraint qualifications are
satisfied, then the adjoint variable is continuous, that is the adjoint variable has
no jumps in the interior of time interval (see in [13] or in [8, Chapter 6]). That
is what tells us to check the applicability of Theorem 2 for our age-structured
model. For this purpose we must find an absolutely continuous with respect to the
characteristic direction € solution for the adjoint variable {(t,a). In other words
the adjoint variable would not have jumps along the characteristic direction € at
points which are internal to the domain (). This variable could have such jumps
only on the endpoints ¢ = w and t =T of the characteristic segments.

According to the definitions in the section 2 the adjoint variable £(t, a)
must be a solution of the adjoint equation

(54) <% + %) E(t,a) = —e "p(t — a) + 6£(t,a) — A(t, a)
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for almost each (t,a) € Q. To apply Theorem 2 and the remarks which are made
afterwards, we impose the following terminal conditions on the adjoint variable:

(55) §(t,w) =alt), tel0,T],

(56) §(T,a) = B(a), acl0,w]

for some functions a € L' ([0,T]) and 8 € L! ([0,w]), for which the following
conditions must hold:

(57) a(t) >0, pBla)>0, a(t)K(t,w)=pFa)K(T,a)=0.

The Lagrange multiplier A(¢,a) must be integrable on the domain Q). Moreover
the following conditions for nonnegativity and for comlementary slackness must
hold:

(58) At,a) >0, Mt,a)K(t,a) =0 for a.e. (t,a) € Q.

Summarizing the above considerations we see that the conditions of The-
orem 2 would be satisfied if we prove the existence of an absolutely continuous
along the characteristic direction solution for the pair (K,&) of state and ad-
joint variables for the boundary value problem of the differential equations (42)
and (54) subject to the conditions (43)—(45), (51)—(53), (55)—(58). It turns out
that for each fixed vintage x =t — a, this problem is a two point boundary value
problem for ODEs. In the characteristic coordinates (¢, z) this problem is:

(59) K(t) = I(t) - 6K(1),

(60) £(t) = 0&(t) — pe™"" = A(®),
(61) () = % (™€ (t) — boeAY)
(62) K(t) >0, K (to) =1 (to),
(63) YEE(t) 20, VK (t1) =0,
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for some Lagrange multiplier A(t) = A(¢t,t — z) € L'(Q) and some function
~ =~(x) € L' ([~w,T]). Besides the solution for the adjoint variable £(t) =
&(t,t — x) must be measurable and bounded on Q.

We have denoted the functions which depend on z by bold font in the
above system (59)—(64): K(t) = K(t,t —x), I(t) = I1(t,t — x), &(t) = £(t,t — x),
At) = At,t—z), p=p(x), A = A(x) and b(t) = bge~ At = by(z)er @)A1,
By « we have denoted the function v = « (1) = a(z + w) when z < T — w and
the function v = 8 (t1 —z) = B(T — x) when z > T — w in the formulas (63).
By to = max{x,0} and ¢t; = min{z + w,T'} we have denoted the endpoints of
the characteristic segment of the domain ) which correspond to each fixed x €
[—w,T].

Before proving the existence of a solution and suggesting a numerical
method for finding it, we explore the properties of the solution to this two point
boundary value problem.

Proposition 1. Let (K, &) be a solution to the problem (59)—(64) which
corresponds to a fivred x € [—w,T| and let I be the control variable which corre-
sponds to &. Let us define the function

(65) A() & (r 46+ A)bge  THA _ pert,
The unique zero l of the above function is

def 1

(66) l:K<lnb0+ln(r+(5—|—A)—lnp).
The following assertions hold:

1. The values of the function v introduced in (63) are bounded within the
nterval [O, boe—(H-A)tl] :

2. If [11,m2] is a boundary interval with positive length, then the Lagrange
multiplier is X(t) = A(t) in the interior (11, 72) of this interval;

3. The control variable I(t) is an absolutely continuous solution to the differ-
ential equation

ert

(67) £(t) = (r+ )10 + — (A() = AQ))

b
for some terminal condition I (t1) € [——OeAtl,O} . Besides, if K (t1) >
c

b
0, then the terminal condition must be I (t1) = ——e At
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Proof.

1. From the complementary slackness condition (63) it follows that if
K (t1) > 0 then 4 must vanish. Let us suppose that K (¢1) = 0. Then from
the continuity of the control variable I(¢) and in order the state constraint (62)
to be retained, the inequality I (1) < 0 must hold. From (61) we obtain that
~ < b0€_(T+A)t1.

2. Let us suppose that there exists a boundary interval |11, 73] of positive
length. Then K (t) = 0 in the interior of this interval and therefore I(t) = 0, but
then it follows from (61) that £(¢) = e~ "'b(t). Hence we obtain that the function
e "tb(t) is a solution to the adjoint equation (60) in the open interval (7q,7s).
From this adjoint equation we also obtain that the Lagrange multiplier A(t) =
A(t) within the interval (7, 72).

3. From the representation of the control variable I(¢) by the equality (61)
we can see that I(t) is absolutely continuous and moreover I(t) is differen-
tiable at time t if and only if £(¢) is differentiable at the time ¢. Let these
functions be differentiable at time ¢. Differentiating (61) and using (60) we ob-
tain (67) immediately. Since v =& (¢1) € [0,bpe”"+A)%1] we obtain from (61)
that I (t1) € [—(boe™2!) /c, 0]. Furthermore, from the complementary slack-
ness condition (63) it follows that if K (¢1) > 0 then ¥ must vanish. But from (61)
we see that the last holds true if and only if I (t1) = —(boe=2%) /e. O

We see that the problem (59)-(64) is equivalent to the problem (59),
(61)—(64), (67). On the other hand it turns out that instead of looking for a
solution (K, I) to the second boundary value problem it is more convenient to
look for the following “accumulated at interest” state variable and “discounted”
control variable:

(68) k() €K (), i(t) e ().

For these variables the boundary value problem (59), (61)-(64), (67) becomes:

(69)  k(t) = "), k(to) = €2 i(to),
(70) () = %&(A(t) - )\(t)), 0% i(t) e —%"e—<r+5+A>t1,o ,
(71) k(t) >0, A1) >0, A{)k(t) = 0.

o bo _
Besides, if k (t1) > 0 then i (t1) = Nmin df 200~ H0+8)8 gt hold true.
c
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Proposition 2.

1. If t1 <l then K(t) = I(t) =0, A(t) = A(t) is a solution to the two point
boundary value problem (59), (61)—(64), (67);

2. If t1 > 1 then the solution to the problem (59), (61)—(64), (67) has no
boundary intervals of positive lengths in the interval [l,t1] and we can as-
sume that the solution has no more than one boundary interval in [to,l].
Besides, we can assume that the entry time of this boundary interval is tg.

Proof. Let us note first that the values of the function A(t) are positive
for ¢ < I and negative for t > 1, A’'(I) <0, lim A(t) = +oo and lim A(t) =0.
t——o0 t—+o00

l\/ t

Fig. 1. The graph of the function A(t)

1. According to the assertions proven in the previous proposition if
K(t) = I(t) =0 then A(t) = A(t) > 0. We obtain from (61) that &(t) =
boe~"+A)t Through direct verification we find out that &(¢) and X(t) satisfy the
equation (60) and that v = & (t1) = bge~ "2 Thus we see that all conditions
of the problem (59), (61)—(64), (67) are satisfied.

2. We have proven in the previous proposition that if [}, 73] is a bound-
ary interval of positive length then in the interior of the interval A(t) = A(t).
Since A(t) < 0in (I,t1] and the Lagrange multiplier cannot be negative then the
solution of the problem (59), (61)—(64), (67) has no boundary intervals of positive
length in [, ¢4].

Let us suppose that 7 € (tg,1] belongs to a boundary interval or it is a
contact time. Then K(7) =0. From the continuity of the control variable it
follows that I(7) = 0. We see that the conditions (59), (61)-(64), (67) would not
be violated if we assume that K (¢) = 0 within the interval [to,7]. O

Having found a solution to the problem (59)—(64) for these characteristics
for which t; <l we must find the solution in the remaining cases, that is in the
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cases when 1 > 1. As we have mentioned, by suggesting a numerical algorithm
based on the shooting method we will prove that the boundary problem (59)—
(64) has a solution in the remaining cases. For that purpose let us first define
the notion of shot.

b
Definition of shot. We choose a value for n € [——Oe_(r+5+A)t1, 0].

For the chosen value for n we find a “discounted” control i(t) as a solution to the
equation (70) with A(t) =0 and the terminal condition i(t1) = n.

Let us introduce the curve T' as the line T <= {(to,v) : v € R} in the
case l < to and as the curve D = {(t,v)} = {(to,v) : v > 0}U{(£,0) : to < t < I}U
{(l,v) : v <0} in the case to <1 < ty. The graph of the “discounted” control i(-)
(with X(t) =0 and i (t1) = n) intersects I' at the point P (t,,vp).

After the determination of the point P (t,,v,) we find the “accumulated
at interest” state variable k(t) for the time interval [t,,t1] as a solution to the
equation (69) with the initial condition k (t,) = e +2)toy, .

We will associate the notion of shot with the function X(n) = k(ty).

b
_ 00 —(r+5+a)
C

Thus, we will say that for each value n € tl,O] there is a corre-

sponding value of the shot ¥(n).

! 14 14
Y
. E \}
dol A
B RN \ Tlmax Tlmax
Tl tol 1t to l 1t
r Mmin r TImin

Fig. 2. The graphs of the “discounted” control i(¢) for different shots:
in the case I < tg (left); in the case to <1 < t1 (right)

Proposition 3. The function ¥(n) defined above as a shot is continuous
and strictly increasing.
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Proof. Let us show the correctness of the above definition first, before
proving the properties of the function (7). The function A(t) is defined and con-
tinuous on R, therefore its values are bounded for each bounded interval [tg, t1]
of values of its argument. Therefore, the equation (70) with A(¢) = 0 has an
unique solution for each particular terminal value 7, and the integral curve of the
solution intersects I'. It is obvious that the point of intersection with I" is unique
in the case I < tg. We see from the equation (70) with A(f) = 0 and from the
properties of the function A(t) that i(¢) is strictly increasing on ¢ < I. Therefore
in the case t9 < I < t; the integral curve of the solution i(¢) cannot intersect
twice the curve I'.

Let us return to the proof of the properties of the function (7). To
prove that the function is strictly increasing let us consider two shots with the
arguments 77; and 72, and let 1y < 72. These two shots determine the control
variables i1(¢) and iz(t), the points Pi (tp,,vp,) and Py (tpo, vp,), and the state
variables ki(t) and ka(t) respectively. Since i(t) = n + II(¢) for some primitive
integral TI(¢) of the right hand side of (70) it is clear that i1 (¢) < i2(t) for each t.
Therefore if t,; = t,,, which holds for example in the case I < %o, then the
inequality ko (tm) >k (tpl) holds true for the initial values of the state variables.
Let us consider the other case, that is the case in which t,, # t,,. This case is
possible when tg < I < t;. From the inequality i1 (tpl) < 19 (tm) and from the
fact that i2(t) is an increasing function on t < ¢,,, it follows that ¢,, < t,, <.
We see from the equation (69) that the state variable ka(t) is strictly increasing on
the interval (tp2, tpl), therefore in this case the inequality ks (tpl) >k (tpl) also
holds true. Again from (69) we see that the phase speed of k2 (t) is greater than the
phase speed of ki(t). Then ka(t) > ki (t) for each ¢t > t,,, and therefore X(n2) >
X(m).-

Let us continue with the proof of the continuity of the function 3(n). Here
we will denote by i(¢;7) the solution of the Cauchy problem (70) with A(t) =0
and terminal condition i(t1) = 1. By k(t;n) we will denote the solution of
the Cauchy problem (69) which corresponds to i(t;n). By t,(n) and v,(n) we will
denote the coordinates of the intersection point of the integral curve of i(¢;n) with
the curve I'. First we will show that the coordinates of the point P (t,(n),v,(n))
depend continuously on 7. This is obvious for the ordinate v,(n) because the
solution of the equation (70) with A(¢) = 0 depends continuously on the terminal
condition. The abscissa t,(n) is determined implicitly by the formula
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to, if 1 <to,
(72) tp(n) =< 1, if to <l and vy(n) <O,
max {to, {t : i(t;n) = 0,t <1}} otherwise.

The continuity of ¢,(n) is obvious in the first two cases of (72). Let us
start with the consideration of the third case of (72) when i (t, (77);7) > 0. In
this case t, () = to. If there exists a value ¢ for which i (¢;77) = 0 then t < to.
But then ¢ < 1. From the equation (70) with A(¢) = 0 and from the proper-
ties of the function A(t) it follows that i (¢;7) is strictly increasing with respect
tot on t < I. The conditions of the implicit function theorem are satisfied
(see in [11, p. 502, Theorem 1]). According to this theorem there exists a con-
tinuous function ¢ = ¢(n) determined in a neighborhood (71,72) of 7 for which
i(t(n);n) =0 and t = ¢ (7). We can assume, eventually by decreasing the neigh-
borhood, that (1) < tg for each n € (n1,712). Thus we see that ¢,(n) is continuous
at n = 7 since t,(n) = to for each n € (n1,72).

Let us now consider the third case of (72) when i(t,(7);7) = 0 and
tp (1) < l. The implicit function theorem again holds and according to this
theorem there exists a continuous function ¢ = ¢(n) which is uniquely determined
in a neighborhood of the point (¢, (7),7) and for which i (¢(n);n) = 0. Since
the maximum of two continuous functions is a continuous function then ¢,(n) is
continuous at n = 7.

It remains to prove the continuity of t,(n) for the values of n for which
tp(n) =1 > to and v,(n) =i (tp(n);n) = 0. Let these two conditions be satisfied
for n = 7. Since in this case the inequality ¢,(n) <1 holds for each 7 (see the
right side of the figure 2), the function t,(n) is upper semicontinuous with re-
spect to 1 at 7 = 7. Suppose that ¢,(n) is not lower semicontinuous with respect
to n at n = 7. Then there exists ¢ > 0 and we can find a sequence {n,},—;
for which |1, — 7| < 1/n and t,(n,) < t,(7) —e. Since t,(n) > to for each n
and tg = max {z,0} > 0 the members of the sequence {t, (7,)},-; are bounded
within the interval [0, ¢, (7) — €]. Therefore we can choose a convergent subse-
quence. Without changing the notations we have obtained that there exists a
sequence {n,} -, for which |9, — 7| < 1/n and lim, oo tp (9n) = s < &, (7) — €.
The inequality v, (,) = i (tp (n);mn) > 0 holds true for each member of this
sequence. From the continuous dependence of the solution to the equation (70)
with A(¢)=0 on the terminal condition and from the continuity of ¢,(n) when
tp(n) < Uit follows that the inequality i (s;7) > 0 also holds true. But in the case
considered now, we have i (¢, (77) ;77) = 0, therefore i (s;77) > i (¢, (7) ;7). The last
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is impossible because i (;7) is strictly increasing for ¢t < I = t, (). The contra-
diction obtained proves the continuity of the function t,(n).

From the continuous dependence of the solution to a differential equation
on parameters and on initial conditions it follows that k(¢;n) is also continuous
with respect to 1. Therefore the terminal value k (¢1;7) is also continuous with
respect to 1. So the continuity of the function (n) is proven and all assertions
in this proposition are proven too. O

Algorithm for solving the boundary value problem. We find a
solution to the boundary value problem (59)—(64) for these characteristics for
which t1 > 1, by finding a solution (i(t),k(t)) to the problem (69)—(71). The
steps are as follows:

o b
1. We shoot with the minimal value of ), that is with N=nmin = — — e~ (r++A)t1

If ¥ (Mmin) > 0 then we go to the final step 3. Otherwise, wg have to look
for a solution of the problem (69)—(71) with n > Nmin. According to the
condition in the line after (71), the value of the shot 3(n) =k (t1) must
vanish. Therefore we go to the step 2.

2. We have received ¥ (min) < 0 in the previous step. So we shoot with the
mazimal value of 0, that is with Nmax = 0. In this shot i(t) > 0 for each
t € [tp,t1] and therefore ¥ (Nmax) > 0. If ¥ (Nmax) = 0 we go to the final

step 3.

Let ¥ (Mmax) > 0. According to the Bolzano’s intermediate value theorem
there exists 1 € (Nmin, Mmax) for which X(n) = 0. Since X(n) is a strictly
increasing and continuous function this value is unique. It can be found
by the bisection method: We divide the current interval [ny,m2] for which
Y (m) <0 and X (n2) > 0, and shoot with the midpoint (n1 + n2) /2. Hav-

ing the value of X (1 + n2) /2) we determine the next interval and so on

until we approzimate the value of ), for which ¥(n) = 0.

3. We extend the control and state variables (i(t) and k(t)) found in the last
shot determining them as i(t) = k(t) = 0 for t € [to,tp]. Then we deter-
mine the Lagrange multiplier as A(t) = A(t) fort € [to,tp] and as A(t) =0
for t € (tp,t1]. From the definitions (68) we find the control variable I(t)
and the state variable K(t). Finally from (61) we find the adjoint vari-

able &(t).
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From the above algorithm it becomes clear that the boundary value prob-
lem (59)—(64) has a solution for these characteristics for which ¢; > I. Remember
that according to the Proposition 2, the boundary value problem has also a solu-
tion for the remaining characteristics that are the characteristics for which ¢; <.
The solution in these cases is K (t) = I(t) = 0. In order to prove the applicability
of Theorem 2 to the solution of the problem (59)—(64) it remains to prove that the
following conditions are satisfied for the functions found: v = v(z) € L' ([~w, T)),
At) = Mt,t —x) € LYQ) and &(t) = £(t,t — ) € L°(Q). We will prove these
conditions in the next proposition.

Proposition 4. The function {(t,t — x) is continuous with respect to x,
therefore this function is continuous on the compact domain Q and the func-
tion y(z) is integrable on the interval [—w,T|. The function \(t,t—x) is integrable
on the domain Q.

Proof. Let us remind that the functions and the constants, denoted
by bold font in the boundary value problem (69)-(71) with A(¢) =0, depend
continuously on x. For convenience, here we will represent this dependence and
the dependence on the terminal condition n =i (¢1) by the denotations ¢y(x)
and t1(x) for the ends of the time interval, i (¢;n,x) and k (¢; 1, z) for the control
and state variables, t, (n,x) and v, (n,z) for the coordinates of the point P de-
termined by the shot, and X (n; x) for the function associated with the shot. Of
course, the terminal condition n =i (¢1) of the equation (70) depends on z, too.
We will denote by I(z) the zero I represented by (66) of the function A(t) defined
by (65) (clearly I(-) is continuous in z). In order to prove the assertions, first
we will prove that i (t;n,x), t, (n,2), v, (n,2), k(t;n,x) and X (n;x) are contin-
uous in z and that the terminal condition 7 in the solution of (69)—(71) depends
continuously on x.

Let us first begin with the proof of the continuity of the functions con-
sidered with respect to x. For this purpose let us fix the value of 1. Here we
will repeat the same arguments which we have used in the proof of the continuity
in Proposition 3. From the continuous dependence on parameters and on initial
conditions it follows that i (¢;7, ) is continuous with respect to x, therefore the
ordinate v, (1, z) of the point P is continuous with respect to z, too. As in the
proof of Proposition 3 we see that the abscissa t, (1, ) is determined implicitly
by the formula

to(x), if l(x) <to(x),
(73) to(m,z) = Uz), if to(z) <l(z) and vy(n,z) <O,
max {to(z),{t : i(t;n,x) = 0,t <l(x)}} otherwise.
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In the first two cases of (73) the continuity of ¢, (n,z) on z is an obvious
consequence from the continuity of the functions to(x), [(x) and v, (1, x). Let us
begin with the consideration of the third case of (73) when i (¢, (n,Z);n,z) > 0.
In this case t, (n,Z) = to (Z). If there exists a value ¢ for which i (¢;n,z) =0
then ¢ < to(Z). But then ¢ < [(Z), therefore the conditions of the implicit
function theorem are satisfied for the function (¢,x) — i (t;n,2z). According to
this theorem there exists a continuous function ¢t = ¢(z) defined on a neighborhood
of z and for this function i (¢(x);n,x) = 0. Decreasing the neighborhood we can
assume that t(z) < to (z) for each = of the neighborhood which we consider.
Therefore in this neighborhood t,(n, ) = to(z) and from here in turn it follows
that o — t,(n, x) is continuous at z = Z.

Let us continue with the consideration of the third case of (73) when
i(tp(n,2);n,2) =0 and t,(n,z) < 1(z). The conditions of the implicit function
theorem again hold for the function (¢, z) — i (¢;n,x). According to this theorem
the equality i (t;7,2) = 0 determines uniquely a continuous function ¢t = t(x)
in a neighborhood of z and i (¢(z);n,x) = 0. Since the maximum of continuous
functions is a continuous function then the function x — ¢,(n,«) determined
through the third case of (73) is continuous with respect to z at x = 7.

To complete the proof of the continuity of ¢,(n, z) with respect to x in the
case t1 > I which we consider so far, it remains to prove the continuity for the
values of  for which t,(n, z) = l(z) and vy(n,z) =i (tp (n,2);n,2) = 0. Let these
equations hold for x = z, thatis t, (n,z) =1 (Z) and v, (n,Z) =i (t, (n,Z);n,Z) =
0. Since ty(n,x) <l(z) for each x and the function I(z) is continuous, then
x — ty(n, ) is upper semicontinuous at x = 2. Suppose that x — t,(n,z) is
not lower semicontinuous at x = z. Then there exists € > 0 and we can find
a sequence {xy} ~, for which |z, — Z| < 1/n and t, (n,z,) < t, (n,Z) — €. Since
to(z) = max {z,0} > 0 the members of the sequence {t, (1, z,)} - ; are bounded
within the interval [0,t, (n,Z) — €]. Therefore we can choose a convergent sub-
sequence. Without changing the notations we have obtained that there exists a se-
quence {z,}> | for which |z, — Z| < 1/n and lim,, oo tp (n,2,) = s < t, (0, Z) —
e = [(Z) —e. From the continuity of the function I(z) it follows that {(Z) — e <
l(z,) — €/2 for all sufficiently large numbers n, therefore t,(n,z,) < l(z,) —
¢/2 for these sufficiently large numbers. But then the inequality v,(n,z,) =
i(tp(n, zn);n, xy) > 0 holds true for these sufficiently large numbers. From the
continuity of the functions ¢t — i(t;n, ) and & — t,(n, z) when t,(n,x) < (x) it
follows that the inequality i(s;n,Z) > 0 also holds true. But in the case consid-
ered now, we have i(t,(n,z);n,Z) = 0, therefore i(s;n,z) > i(t,(n,Z);n,Z). The
last is impossible because i(t;n,z) is strictly increasing for t < t,(n,z) = I(Z).
This contradiction proves the continuity of z — ¢,(n, x).
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From the continuous dependence on parameters and initial conditions it
follows that k(t;n, z) is continuous with respect to x and therefore X (n; x) is also
continuous with respect to x.

Now let us continue with the proof that the terminal condition 7 in the
solution of (69)—(71) depends continuously on x. First let’s consider the case when
for a fixed = Z the solution is obtained in the first shot of the algorithm and

Y (Nmin (%) ;Z) > 0. Here by 7min(z) we have denoted the continuous function of

the variable z which is fuin(z) = —1py(2)e~(rHI+A@INE@) | From the continuity

of the function x — ¥ (Nmin(z); x) it follows that & has a neighborhood in which
Y (Nmin(x); x) > 0. It is clear that in this neighborhood the choice of 1 depends
continuously on x, besides n(x) = nmin(z). Let us continue with the cases in which
for the fixed value Z either X (nmin (Z);Z) = 0 or the parameter 7 is determined
in the second step of the algorithm. In these cases the value of 7 (Z) which
corresponds to Z is determined implicitly by the formula

(74) 1 (Z) = max {Nmin (), {n : X (n;2) =0,n < 0}}

We saw that in these cases the equation X (n,Z) = 0 has a unique solu-
tion 7. In Proposition 3 and in the present proposition we have proven that the
function X(n; x) is continuous with respect to n and z, and it is strictly increasing
with respect to . Then according to the implicit function theorem there exists
a continuous function 7 = n(z) which is uniquely determined in a neighborhood
of the point (7, ), and for which both 7 =n(z) and X (n(x);z) =0 hold. We
saw in the algorithm that n < 0. Since the maximum of continuous functions
is a continuous function then the function n(z) determined implicitly by (74) is
continuous.

We have proven so far that the functions @ — i (¢;n(z), x), t, (n(z), x),
vp (n(z),z), v = k(t;n(x),z) and X (n(z);z) are continuous with respect to x
on the domain {z : l(z) < t1(x)} for each ¢t € [to(x),t1(z)]. On the other hand,
according to Proposition 2 the state and the control variables are continuous with
respect to x on the domain {x : I(z) > t1(z)} for each t € [to(x),t1(x)] because
in this domain i(t) = k(t) = 0. Therefore, in order to prove the continuity of the
state and the control variables as well as the correctness of their determination, it
remains to prove that the values of these variables determined by the algorithm
vanish at the values of = for which I(z) = ¢1(z). But the last fact is obvious. Let
the equality [(x) = t;(x) hold for x = Z. Then ¥(n) < 0 for each 7 € [Nmin, max]
besides ¥(n) = 0 if and only if 7 = Npax, that is if n = 0. Therefore we will
receive 7 = 0 in the last step of the algorithm. Hence t,(n(z),z) = [(Z),
vp(n(Z),z) =0, i(l(z);n(x),z) = 0 and k(1 (Z);n(z),z) = 0. Thus the
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continuity with respect to x of the state and the control variables is proven. It
follows from (61) that the adjoint variable £(¢, t—x) is also continuous with respect
to x and therefore it is continuous on the compact domain (). Since the function
~v(x) = € (t1(x)), this function is continuous on the bounded interval [—w, T].

It remains to prove that A(¢,t — ) is integrable. Remember that we have
determined the Lagrange multiplier as A(¢,t — ) = A(t; ) on the set Q@ N {(¢,z):
t <tp,(n(z),x)} and as A(t,t —z) =0 on the set QN {(t,x): t >t,(n(z),z)}.
Here A(t; ) is the continuous function which is defined by the equality (65). We
saw that the function x — t, (n(x),z) is continuous, therefore the above two
sets are measurable as curvilinear trapezoids. Since the multiplier A(¢,t — x) is
continuous upon each of the two sets considered, then A(t,¢ — x) is measurable
upon the set (). Thus, the proposition is completely proven. 0O

From the proposition proven above it follows that the solution of the
boundary value problem (59)—(64), which we find by the algorithm and by Propo-
sition 2, satisfies all conditions of the Theorem 2. Therefore, this solution is
optimal for the model (41)—(45).
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