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POSITIVE DEFINITE SOLUTIONS OF A NONLINEAR
MATRIX EQUATION

Vejdi Ismailov Hassanov

In this paper we investigate the positive definite solutions of a special nonlinear matrix
equation. Sufficient conditions for existence positive definite solutions of the described
equation are derived. Two algorithms for numerical computing of these solutions are
given.

1. Introduction. In this paper we investigate the positive definite solutions of the
matrix equation

(1) X+ AVX-TA=1,

where [ is the n x n identity matrix and A is a n X n invertible matrix.

We have to solve linear systems in many physical applications of the form Mz = f

[2] where M has the form M = ( f{* 1;1 > .

We can use the equation (1) for solving the above system. This system can be solved
when we use the matrix equation X + A*X~'A = I, which is considered by Engwerda
in [3, 4]. Such approach for solving the system Mz = f is considered in [5].

In this paper we propose two iterative methods which are convergent to different
positive definite solutions of the equation (1). The first method generalizes the method
described in El-Sayed’s PhD thesis [1]. The proposed modification extends the set of
matrices A for wich the method is convergent. In this paper we consider new method
which is convergent to other solution of (1). That is the second method in this paper.
The rate of convergent of these methods depend on parameters o and 5. We carry out
numerical experiments with these methods and results are given.

We use the following well known results for matrices A and B for s.t. AB = BA

(1) A(B+I)=(B+1)A4;

(ii) If B is invertible then AB~! = B~1A4;

(iii) If A > B > 0 then A? > B2

2. Solutions of the matrix equation. The following theorem is proved in the
PhD thesis [1]
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Theorem 1. If A*A < I then the equation (1) has a positive definite solution.

1
2v2
Consider the iterative method
(2) Xo=8I, Xpm=I1-A"\X"A, k=0,1,2,....
Further on we shall use || 4| to denote the spectral norm of the matrix A and
|A|l = vVmax; A; where A; are the eigenvalues of AA*.
We extend the Theorem 1

1
Theorem 2. If there are numbers « and 3 such that 3 < B < a <1 and the matrix

A satisfies inequalities

(3) Va(l —a)l < A*A < /B —p)I

then the matriz equation (1) has a positive definite solution X such that I < X < ol
A 2

and || X1, — X || < ¢"(a—pB), where Xy, is a matriz of the sequence (2) and q = 4] < 1.

26VB

Proof. We shall prove that the matrix sequence { X} from (2) is monotone increasing
and bounded from above. We prove that by induction. We have X, =T — A*\/(SI)~1 A.

According to (3) we receive

1
Xo=I+B-1)I<I—-—A"A=X, X;'>X "
( \/B 0 1

We assume X > X 1.

Compute Xj1 =1 — A*\/ X, 'A>T— A /X, " A= X,

Consequently Xy41 > Xg where £ =0,1,2....

Obviously Xg = 81 < al. Assume that X < al.

1

We obtain Xy =1 — A* /X, 'A<~ EA*A <al.

Hence the matrix sequence {X} converges and its limit X is a positive definite
solution of the equation (1). Since I < Xj < al for k =1,2,... and from (3) we obtain
Bl <X <al <I.

Consider the spectral norm of the matrix Xz — X.

14" (\ Xy — VXA

a4ty (VX = VX ) VXA
AN VX2 X2 X ey = VX
Using the theorem 8.5.2 [6] as in [5] we obtain

VX - VX = / VXt (X - X)e VXt

[ X% — X

IN
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1 1
For sequence (2) we have X, > (1, \/X;1<ﬁl, \/X*1<WI. Then

1 SRSty e
Xk =X < E||A||2||Xk4*Xll/O le VXt Jle VX dt

1 o0
< Ljapixe, - x| / e 2V gy
B 0
1
= apixe - x)
28V

Consequently || Xx — X|| < ¢*[| X0 — X|| < ¢*(a — B).

Since A*A < /B(1 — B)I then ||A|? < VB(1 — B) < 23y/B where % < B <L
IA]2
255 <1.

Remark 1. If we consider the iterative method (2) where Xo = ol we shall receive the

Consequently ¢ =

monotone decreasing and bounded from bellow matriz sequence {Xy}. It is easy to show
that both iterative method where Xog = al and Xo = BI are convergent to common limit
which is the positive definite solution of the equation (1). The initial condition Xo = I

is used in [1].

2

Colorary 1.If A*A <
y 1.If 53

I. Then the matriz equation (1) has a positive definite

solution.

—_

Proof. Consider the function f(z) = vx(1 — x) where = < z < 1. We obtain

w

1 2
max, f(r) = f(g) = 33 f(1) = 0. Hence there are o and S which are from the
theorem (2).

Consider second iterative method for computing a positive definite solution of the

eqaution (1).
(4) Yo =8I, Yip = [AT-Y) 'A%, k=0,1,2,....

Theorem 3. Let A be a normal matrixz and there are numbers o and 3 such that

1
0 < a < f <= and for the matriz A are satisfied inequalities (3) of theorem 2. Then the
equation (1) has a positive definite solution Y such that ol <Y < I and ||V — Y| <
AP _
1-p1-p
Proof. We introduce P, = A(I — Y;)"tA*. We shall prove that A*AP, = P,A*A
and Py Pr11 = Pey1 P, k=0,1,2.... We omit the proof here. The reader can prove the

*F(B — ), where Yy, is of the iterative method (4) and q =

theorem using statements (i) and (ii).

We shall prove that the matrix sequence {Y%} is monotone decreasing and bounded
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from bellow.

w72 2
e[ <[ o
Assume that Y, < Yj_1.

Vi = (A(I = Vi)' 4%)° < (A(T = Vi1) A7) = V4
Consequently Y41 < Y for £ =0,1,2,....
We have Yy = 81 > al. We assume that Y, > al.

Yier = (A(I = Vi)' 4%)* > (AT — al) ' 4%)° > al.

Hence the sequence {Y}} is convergent to the positive definite matrix Y, which is a
solution of the equation (1). From af < Y} < I for k =1,2,... and from the condition
(3) follow ol <Y < BI.

Consider the spectral norm of the matrix Yz — Y.
12 1 g2
Ve =Yl = (AU = Y1) TP A")" = (AT - Y)71A%) 7|
< AT = Yioy) AT — AT - Y) 1A x
X (AU = Vi) A + [JA(I = Y) 7P A") -

1 1
It is well known (I — Y1)~ ! < m[, (I-v)*t< m[. We receive

- 1y s 2
e =Y < AT =Yen) =T =Y)" ) A A 1= 5
a2 1 _
2%k
2 |AP ok
_c Yo — Y| < -
< V| me-visete-w,
2|14 : . 1
where ¢ = T 315 Obviously ¢ < 1 if AA* < /B(1—-B)I and 0 < 3 < 3

Remark 3. If in Theorem 3 we consider the iterative method (4) where Yo = ol
we receive the monotone increasing and bounded matriz sequence {Yy}. Both iterative
methods where Yy = al and Yy = BI are convergent to a common positive definite limit
of the equation (1).

3. Numerical experiments. Numerical experiments were made for computing
positive definite solutions of the equation (1). We carry out experiments for different
matrices A and different values n. We denote &(Z) = ||Z + ATVZ=1A — I||, where
|A|lcc = max; Z?Zl |ai;|. We use two iterative methods. X}, are the matrices obtained
from the iterative method (2) where Xy = vI and Y} are the matrices obtained from the
iterative method (4) where Yy = nl.
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Let p, be the smallest number k for which £(X;) < 1077 and g, is the smallest
number k for which £(Y;) < 1077.

Results are given in the following table.

Example. Let A be of the form

A;i = 31 1=7
] — 5_71,
A= (aij) = .
I et [
iy — n3 J
Table 1.
n | [JA] Y|Py £(Xp,) n |4 e(Yy,)

5 | 03673 | 0.987 | 27 | 7.6261E —8 | 0.225 | 17 | 7.6365F — 8
0.456 | 14 | 6.9832E — 8
10 | 0.361 | 0.997 | 23 | 9.3653E — 8 | 0.208 | 14 | 6.4504F — 8
0.477 | 14 | 7.8858E — 8
15 | 0.360 | 0.999 | 23 | 7.4345E —8 | 0.207 | 15 | 6.4581E —8
048 | 14 | 3.4811FE -8
20 | 0.3601 1 23 | 6.9267TE —8 | 0.206 | 14 | 5.8320E -8
048 | 14 | 9.1828E — 8
25 | 0.3601 1 23 | 6.7052E —8 | 0.206 | 14 | 7.9954F — 8
0.48 | 15 | 6.6286F — 8
50 | 0.36 1 23 | 6.3875E —8 | 0.206 | 16 | 5.6940E — 8
0.48 | 17 | 4.7086E — 8

For different values of v are received different number of iterations which are necessary
for computations. For first value of « the iterative method (2) is monotone decreasing
matrix sequence and for the second value we obtain the monotone increasing sequence.
The matrix A from above example does not satisfy the sufficient condition for existence
of solution of the equation X + A*X 1A =T [3, 4]. The system Mx = f is solved as we
use the equation (1).

2
4. Conclusion. The considered equation (1) has a solution where A*A < ﬁl .

In case of normal matrix A there are at least two positive definite solutions X and
Y which are obtained from the iterative methods (2) and (4) respectively. We have

1
0<Y < §I <X <I
From above numerical experiments we can seen effectiveness of proposed iterative
methods.
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ITOJIO2ZKUTEJIHO OIIPEAEJIEHN PEIITEHUWA HA EJHO
HEJIMHEVMHO MATPUYHO YPABHEHUE

Bexxau VcmaniaoB XacaHoB

B Tazum crarus uscnenBaMe MOIOKUTETHO ONPEEIEHUTE PEIIeHNsT Ha €/IHO HeJIMHe-
HO MaTpUYHO ypaBHeHwme. VI3BeleHN ca MOCTATHYHU YCIOBHUS 33 CHIECTBYBAHE HA
IIOJIOZKUATETHO OIIPEJIeJIEHN DeIlleHHs] Ha Pa3IIeXKJaHOTO ypaBHeHue. /laneHu ca nBa
aJITOPUTbMa 3a YHUCJIEHO IIPpeCMATaHe Ha Te3U PelleHUs.
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