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Abstract 

      The availability of accurate day-ahead electricity price forecasts is very important for electricity market 

participants and it is an essential challenge to accurately forecast the electricity price. Therefore, this study 

proposes an efficient method suitable for electricity price forecasting (EPF)  and processing time-series data from 

the Bulgarian day-ahead market based on a long-short term memory (LSTM) recurrent neural network model. 

The LSTM model is used to forecast the day-ahead electricity price for the Bulgarian day-ahead market. As inputs 

to the model are used historical hourly prices for the period between 20.01.2016 and 05.03.2022. The output is 

the electricity price forecasts for hours and days ahead. The future values of prices are forecasted recursively. 

LSTM can model temporal dependencies in larger Time Series set horizons without forgetting the short-term 

patterns. LSTM networks are composed of units that are called LSTM memory cells and these cells contain some 

gates that process the inputs. Since electricity price is affected by various seasonal effects, the model is trained for 

several years. The effectiveness of the proposed method is verified using real market data. 
 

Keywords: electricity price forecasting; deep learning; day-ahead market; time series forecasting; Long short-
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1. INTRODUCTION  

Due to the increased demand after the 2020 and COVID pandemic, during the first half of 

2021, the world faced an energy crisis as oil and gas production was still carrying imbalances 

caused by the distortions in the world economy. At the same time, the levels of gas reserves in 

Europe did not secure the supply during the winter. The delay in the completion of the 

construction of the Nord Stream 2 contributed to the rise in prices. This behaviour continued 

until the end of the first quarter of 2022, when gas prices fell, dragging European electricity 

markets prices. The combination of many factors such as CO2 tariffs, renewables subsidies and 

the need for hedging tools for the energy transition, production of renewable sources that are 

dependable on natural factors, such as insolation, wind speed, and time of the year increased 

the volatility in the European electricity markets and made the electricity production more 

stochastic.  Accordingly, accurate electricity price forecasting [1, 2] has become a substantial 

requirement since the liberalization of the electricity markets. Due to the challenging nature of 

electricity prices [3], which includes high volatility, sharp price spikes, and seasonality, various 

types of electricity price forecasting models [4, 5] still compete and cannot outperform each 

other consistently. 

All this brought the need of using new methods for accurate day-ahead electricity price 

forecasting and one of them is artificial neural networks (ANN) which is increasingly explored 

during the last years. It may be considered that LSTM (long short-term memory) [6, 7] and 

RNN (recurrent neural network) [8, 9, 10] architectures are good methods for electricity price 
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forecasting. In this paper, we use the Bulgarian IBEX market day-ahead price dataset for price 

forecasting using LSTM architecture for capturing nonlinear short-term time dependencies [11, 

12]. An accurate forecast may allow gaining a competitive advantage and it may also help 

traders, investors, and stakeholders to find out the most informative indicators to make a better 

market prediction, make investment decisions, and hedge the risks. The prediction of the market 

value is of great importance to help in maximizing the profit on electricity purchases while 

keeping the risk low. 

 

2. PROPOSED METHODOLOGY 

     Long Short-Term Memory (LSTM) is an improvement over traditional Recurrent Neural 

Network (RNN) in the sense that it can effectively remember a long sequence of events in the 

past.  RNN and LSTM tend to derive information from the previous context and chart future 

actions. The difference between RNN and LSTM [13] is that RNN is used in places where the 

retention of memory is short, whereas LSTM is capable of connecting events that happened 

way earlier and the events that followed them. LSTM [14] may be one of the best choices for 

analysing and predicting temporal-dependent phenomena that span over a long period or 

multiple instances in the past. In LSTM, each node is used as a memory cell that can store other 

information in contrast to simple neural networks, where each node is a single activation 

function.  Figure 1 visualized the LSTM structure to define the guiding equations of LSTM. 

LSTM has three gates: input gate, forget gate, and output gate, as visualized in fig. 1.  
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Fig. 1. Illustration of LSTM architecture (figure adapted from [15], [16] and [17]) 
 

    The forget gate layer tells the LSTM cell whether to keep the past information or completely 

throw it away. The input gate determines what new information should be added to the cell 

state. The output gate finally gives the output which is a filtered version of the cell state. This 

gives the inherent ability for the model to retain information that is more relevant and forgot 

unnecessary information which is a filtered version of the cell state. That is why LSTM [18] 

requires a huge dataset during its training and validation process for a better result. The sigmoid 

layer decides the flow of information. Whether it needs to allow all of the information or some 

of it or nothing, multiple gates perform the role of Forget, Input, and Output.  These gates 

perform the respective operation on the cell state which carries information from the past. 

Regarding the input gate, the sigmoid function will transform the values to be between 0 and 1, 

with 0 indicating that part of the information is unimportant, whereas 1 indicates that the 

information will be used. This helps to decide the values to be kept and used, and also the values 

to be discarded. As the layer is being trained through back-propagation, the weights in the 

sigmoid function will be updated such that it learns to only let the useful pass through while 

discarding the less critical features. Mathematically, this is achieved using two layers: 

 

                                                     (1) 

                                                  (2) 

 

     The outputs from these 2 layers are then multiplied, and the outcome represents the 

information to be kept in the long-term memory and used as the output shown in the formula 

[19]: 
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                                                                        (3) 

 

     Just like the first layer in the Input gate, the forget vector is also a selective filter layer. To 

obtain the forget vector, the short-term memory, and current input is passed through a sigmoid 

function, similar to the first layer in the Input Gate above, but with different weights. 

 

                                                    (4) 

 

     The outputs from the Input gate and the Forget gate will undergo a pointwise addition to 

give a new version of the long-term memory, which will be passed on to the next cell. This new 

long-term memory will also be used in the final gate, the output gate. 

                                                                  (5) 

 

     The output gate will take the current input, the previous short-term memory, and the newly 

computed long-term memory to produce the new short-term memory/hidden state which will 

be passed on to the cell in the next time step. First, the previous short-term memory and current 

input will be passed into a sigmoid function with different weights yet again to create the third 

and final filter. Then, we put the new long-term memory through an activation tanh function. 

The output from these 2 processes will be multiplied to produce the new short-term memory. 

 

                                        (6) 

 

      The output of each time step can be obtained from the short-term memory, also known as 

the hidden state. 

 

3. DATA ANALYSIS AND MODELING 

In this paper, we will attempt to predict the Bulgarian Day-ahead electricity price using 

LSTM and analyze its accuracy by tweaking its hyper-parameters. In this stage, the historical 

data is collected from IBEX, https://ibex.bg/en/ and this historical data is used for the prediction 

of future prices. We have collected the historical data and have collected an hourly dataset and 

kept a window size of 41 690 hours. Data ranges from 20.02.2016 to 05.03.2022. Electricity 

prices follow patterns over daily, weekly and seasonal timeframes, and the schedule of the 

forecast series is on an hourly and daily basis. The target is to predict the price hours and days 

as the baseline model uses historical prices for future values prediction. 

      Trained models will be different from the other in the sense they will be trained on different 

hyperparameters. After data acquisition, the data will be pre-processed and structured and then 

the LSTM model will be created. Data cleaning is one of the many important stages in creating 

an efficient model. Data contains discrepancies and if not removed, they might cause hindrance 

in producing accurate results. Null values are the most common. Not all the data that is 

downloaded is necessary for training purposes. The extracted data is stored in a 2D array for 

further processing. Feature scaling is the most important part of data pre-processing as the 

results on hourly basis scaling are shown at fig. 2. It helps in standardizing/normalizing the 



      STEMEDU-2022 Scientific conference with international participation  Veliko Tarnovo, Bulgaria  

 

 

 

 

     Scientific conference with international participation  STEMEDU-2022, Veliko Tarnovo 143 

 

given dataset so that one entity is not given more importance than the other solely based on its 

quantity.  

 
Fig. 2. Hourly data scaling 

 

 

      Bringing all the scattered data within the same level for easier analysis should be 

considered. We used MinMaxScaler() to scale all the values between 0 and 1. The model will 

be created and trained, and predictions will be made. The line charts of all the models will be 

plotted, and their accuracy will be observed. The structuring data and price forecasting 

processes are shown in fig. 3. 

       The LSTM takes a series as an input. The length of the series is equivalent to the number 

of previous hours. X_train is the input for the training set, and y_train is the output for a training 

set. A similar data structure is created for preparing a prediction dataset. Data sets will be 

structured for training purposes on an hourly and daily basis. The model will use the previous 

n datasets as the deciding factor and will predict the opening price for the n+1 value. 

For LSTM model creation some modules will be imported as a sequential module for 

initializing the neural network, a dense module for adding a densely connected neural network 

layer, a Long Short-Term Memory layer, and a dropout module for adding dropout layers that 

prevent overfitting. Important hyperparameters of LSTM are below: 

• Units=96: This means we are creating a layer with ten neurons in it. Each of 

these five neurons will be receiving the values of inputs. 

• Input_shape = The input expected by LSTM is in 3D format. Our training data 

has a shape of (1689, 50, 1) for daily values and (41640, 50, 1) for hourly values this is 

in the form of (number of samples, time steps, number of features). This means we have 

1689 examples to learn in training data, each example looks back 50-steps in time like 

what was the price yesterday, the day before yesterday so on till the last 50 days. These 

are known as Time steps. The last number ‘1’ represents the number of features. Here 

we are using just one column ‘Price’ hence its equal to ‘1’. 

• Kernel_initializer =When the Neurons start their computation, some algorithm 

has to decide the value for each weight.  
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Fig. 3. Price forecasting processes 

      

• Return_sequences =True: LSTMs backpropagate thru time, hence they return 

the values of the output from each time step to the next hidden layer. This keeps the 

expected input of the next hidden layer in the 3D format. This parameter is False for the 

last hidden layer because now it does not have to return a 3D output to the final Dense 

layer. 

• Optimizer =  This parameter helps to find the optimum values of each weight in 

the neural network.  

• Batch_size =32: This specifies how many rows will be passed to the Network in 

one go after which the SSE calculation will begin and the neural network will start 

adjusting its weights based on the errors. 

• When all the rows are passed in the batches of 50 rows each as specified in this 

parameter, then we call that 1-epoch. Or one full data cycle. This is also known as mini-

batch gradient descent. A small value of batch_size will make the LSTM look at the 

data slowly, like 2 rows at a time or 4 rows at a time which could lead to overfitting, as 
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compared to a large value like 20 or 50 rows at a time, which will make the LSTM look 

at the data fast which could lead to underfitting. Hence a proper value must be chosen 

using hyperparameter tuning. 

• Epochs=50: The same activity of adjusting weights continues 50 times, as 

specified by this parameter. In simple terms, the LSTM looks at the full training data 50 

times and adjusts its weights. 

 

 

4. FORECASTING RESULTS 

 

     After the model has been trained, the hourly and the daily forecast shall be made. For this 

purpose, a test dataset is created which contains past hours and days prices so the measuring of 

the accuracy of the model on hourly and daily basis data errors may be checked. The dataset is 

structured the same way as done in the data structuring step. These values are fed one by one 

to the LSTM input layer and the output is collected and stored in a 2D array for chart plotting 

and accuracy analysis. 

 

 
 

Fig. 4. Measuring the Accuracy of the model – hourly data error check 

 

     Figures 4 and 6 show that the model can generally predict the correct direction rather 

accurately due to the constant seasonality. It demonstrates that training on the difference rather 

than on the magnitude results in higher accuracy and a better ability to generate a potentially 

leading model. 

     From figure 5 and figure 7, we can see the experimental prediction of the model on hourly 

and daily data respectively predicted with LSTM. Better values can be seen from the hourly 

data model. On the other hand, LSTM is not able to predict correct prices and give good results 

with modelled data on daily basis. At figure 7, there are some spikes of rising and falling prices 
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in the actual price of real prices that are not matched by the model with predicted data curve. It 

seems like due to inaccurate data. But few incorrect data in the training set or test set cannot 

affect the prediction model largely or only has the effect that can be ignored. 

 
 

Fig. 5. Experimental prediction of the model on hourly data 
 

 

 
 

Fig. 6. Measuring the accuracy of the model on a daily data basis error check 
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Fig. 7. Experimental prediction of the model on daily data 

 

 

     After performing various simulations with a different number of parameters and epochs, 

we have observed we achieve the best results with training. 

 

CONCLUSIONS 

      In this paper, we present the LSTM-based architectures for the EPF. Results show that 

forecasting using the LSTM method may be accurate only for short-term usage. On an hourly 

basis, the results gave awesome results. However, forecasting for multiple days like the next 

30-days or 50 days, the method fails.  Failure is not because the LSTM model is bad, but, 

because electricity markets are highly volatile. 

      The results show that the benefit of EPF will have spot electricity traders and policymakers, 

who make decisions based on accurate price predictions. The ability to make predictions based 

upon historical observations creates a competitive advantage. More testing on other feature 

selection models can provide more possibilities for researchers and industries to understand 

how different features affect prediction accuracy. In addition, LSTM may be a useful tool in 

other areas for example predicting the demand or sales of a product, the count of passengers in 

an airline, or the closing price of a particular stock, predicting future electrocardiographic 

(ECG), photoplethysmographic (PPG) signals [20, 21, 22] while reducing the non-stationary 

character of those signals and improving the prediction accuracy. 
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