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TRANSLATIONS OF RELATION SCHEMES
HO THUAN, LE VAN BAO

It this paper we shall be concerned with a class of translations of relation schemes.

Starting from a given relation scheme, translations make it possible to obtain simpler schemes,
i. e. those with a less number of attributes and with shorter functional dependencies so that the key-
finding problem becomes less cumbersome, etc.

On the other hand, from the set of keys of the relation scheme obtained in this way, the correspon-
ding keys of the original scheme can be found by a single “translation”.

In 1 we introduce the notion of Z-translation of a relation scheme, give a classification of the rela-
tion scheme and investigate the characteristic properties of some classes of Z-translations.

In 2 we study some properties of the so-called non-translatable relation schemes.

The notation used here is the same as in [1]; < means strict inclusion.

1. Definition L.1. Let S=(Q, F) be a relation scheme, where Q={A,, Ay, ...,
A,} is the set of attributes,

F={L,—R;| i=1,2,..., k; L, R<Q}
is the set of functional dependencies, and Z=Q, be an arbitrary subset of Q. We
define”a new relation scheme (Q,, F,) by:
Q,=0\Z2
Fi={LN\Z—=RNZ|(Li—R)€F, i=1,...,k}

T};en (Q,, F) is said to be obtained from (Q, F) by a Z-translation, and the no-
tation

(le F,):(Q, F)—Z

is used.

Remarks 1. Depending on the characteristic propertiesof the subset Z chosen,
the corresponding class of translations has its own characteristic features.

2. With the Z-translation just defined above,a functional dependence of type @—VY
may occur in (R, F,) that has no ordinary semantics, but carries information from
the old relation scheme to the new one.

In particular, the possibility that @ turns out to be a key of (Q, F)) is not
excluded.

The next lemma is a fundamental one for the paper.

Lemma 1.1, Let (Q, F) be a relation scheme and (Q,, F))=(Q, F) —Z, ZZQ
then

a) X _F.Y implies X\Z-F—. Y\Z,
b) XT’Y implies X Z— Yuz
where X_F.. Y means (X —Y)€ F* and, similarly, X_r‘ Y for (X—Y)¢F.
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8 Ho Thuan, Le Van Bao

Proof. For the part a) of the lemma, we shall prove that
) X \ZS(XN\2,
By the algorithm for finding the closure X* of Xin [2] with X=X, (XN\Z)Q=X\Z
we have XD\ Z<(X\ Z)P. Supposing that (1) holds for i that is

(@) XIPONZS(XNZ)E,

we prove that (1) holds for (i+1) as well.
Indeed we have

XEINZ=(XP U ( U, RINZ= (X"'\Z)U( U, R\
F

I cX cX
u. —»R)(F (L -oRJ)(F
SN2PUC U (RN\D)

L,c X

(by virtue of the inductive assumption (2)).
On the other hand, from L, X® and the inductive assumption (2) we have:

LN\ZS XN\ ZZ (AN 2.
Consequently : X{+ONZS(ANZ2)PU( U (RANZDS(ANZ)EHD. Thus(l) has been
Lyc xih
pioved.

Now, it is well known that X7 Y<Y< Xt Hence, from X7 Y, we have:

YNZ S XFN\ZS(XN\2)#:
That is, X\ Z-—~Y\ Z. Similarly, for the part b) of the lemma, we shall prove by in-

duction that
(3) XAUZo (XU 2)F.

By the algorithm for finding the closure X* of X we have X' UZ=(XUZ)Q.Suppos-
ing that (3) holds for (7), that is

(4) XPuzs(au2)p,
we shall prove that (3) also holds for (i+1).
Indeed we have : XU+ y Z=X9 U (U (R/\Z))UZ ARVDUC U (R,\Z»

L)NZC X

c(XU2)@U( U R, (by the inductive assumptlon (4))-

LN\ ZcX‘
On the other hand, from L,\ZQ;X,‘,’I) and (4) we have
L,cXPyzZo(XU2).

Consequently : X{+D) UZS(XUZ)PU( U R)=(XU 2]
LN\Zc MF‘)

Thus (3) has been proved.
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From X~ Y we have Y C X7 hence Y UZS XA ZS(X U Z)F showing that:
XUZ—sYUZ
The proof is complete.

Definition 1.2. Let S=(Q, F) be a relation scheme. Let X (Q, F) be the set
of all keys of S and

H= U X, G= N X
X, ¢ A@ F) x, @ p
Let us denote H=Q\ /.1t is easy to prove the following inclusion:
" U (R\L)=H.
Li [=¥¢;

Indeed, let x¢ U (R \L;). Then there is (L;— Ry) € F such that x¢ R; and x&L,
L.cG

Let K be an arbitrary key of S(K ¢ #(Q. F)). We shall show that x& K.
Since L;=G, so L;—K. Suppose that x¢K. Then from x&L;, and L, =K, we

have L,=K\{x}=K".
Obviously: L,— R; — {x}, K'—L;.
Consequently, K’ — {x}.

Combining with K’ — K’, we have K' — K" U{x}=K. B
This contradicts the fact that K is a key. Hence yK ¢ X (Q3F): x&€K i.e. x ¢ H. From
the inclusion just proved, it is obvious that

U RS U (R\L)<H.
Li=2 Lca

Taking that into account we can eliminate from a relation scheme all functional de-
pendencies of the form (J — R;, while preserving ils set of all keys.
Now, we give a classification of the relation schemes as follows:

Zo={(Q, F)|(Q, F) is a relation scheme}
2,={(Q, F)¢ £,|]Q=LUR)}.
Ly={(Q F)¢ Z,| LR=Q}
L3={(Q, F)¢ £,|RSL=Q}

k k
Z,={(Q, F)¢ %,| L=R=Q}, where L=.U1L, and R=1U1Rl

From the above classification, it is easily seen that:
) L CL,CL L,
B) 2 cv,cv 2,
Y) L=2,NZ;

Figure 1 shows the hierarchy of classes %,, %,, &3 %3 L4
We are now in a position to prove the following theorems.

Theorem 1.1. Let (Q, F) be a relation scheme, Z=G (Q,, F))=(Q, F)—Z.
Then X is a key of (Q,, F) iff XNZ=Q and X Z is a key of (Q, F).
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Proof. First we prove the necessity. Suppose that X'is a key of (Q,, F;). Obviously
X<ZQ,, therefore XN Z=@. Since X is a key of (Q;, F)), X —>Q,. Taking lemma
1.1. into account we get XUZ__F_.. Q, U Z=Q, showing that XUZ is a superkey of

Fig. 1

(Q, F).Were X Znota key of ( Q, F) then there would exist akey X of (Q, F) such
that

ZC X=X Z.

Consequently, there would exist an X, X such that X=X,UZ X, Z= @. Since
X is supposed to be a key of (Q, F), X, Z——Q. Applying lemma 1.1, clearly

(X UZDNZ 5> O\Z,

that is X, — Q,. This contradicts the hypothesis that X is a key of (Q,, F). Thus

XUZis a key of (Q, F).

We now turn to the proof of sufficiency. Suppose that XN Z=@ and XUZ isa
key of (Q, F). We have to show that X is a key of (Q,. F).

Since X|JZ is a key of (Q, F) we have XUZ?Q. By virtue of lemma 1.1,
we get (XUZ)\Z-——Q\Z Consequently (from X\ Z=Q): X — Q,, showing that
X is a superkey of (Q,, F;). Assume that X is not a key of (Q,, F). Then, there
would exist a key X of (@, Fp) such that X=X and X -~ Q,. Applying lemma 1.1,
it follows:

XUZ—5UZ=Q,

where X
XUZcXUZ

This contradicts the fact that Xy Z is a key of (Q, F). Hence X is a key of (Q,, Fy).
The proof is complete.
Theorem 1.2. Let (Q, F) be a relation scheme, Z=Q, ZNH=Q and (Q,, Fy
=(Q, F)—Z.
Then X is a key of (Q,, F)) iff X is a key of (Q, F).
Proof. (i) (The necessity).
Suppose that X is a key of (Q,, Fy. Obviously X_F.’ Q,. By virtue of lemma 1.1,

we have
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showing that XUZ is a superkey of (Q, F). Hence, there exists a key X of
(Q, F) such that XCXyZ Since ZNH=(, then XNZ=0. From this, it is
easy to see that XZX. There are two possible cases:

2) X=UX. Then obviously X is a key of (Q, F).
b) X< X. Since X is a key of (Q, F), X—7 Q.

Applying lemma 1.1, we have .X_\Z-F-. Q\ Z, that is X—>Q,.

This contradicts the fact that X is a key of (Q,, F)).-

(ii) (The sufficiency).
Suppose that X is a key of (Q, F). We have to prove that X'is also a key of (Q,F)).
By the definition of keys, we have X—F. Q. Applying lemma l.l:X\Z—F»Q\Z=Ql.
Since ZNH=(, it follows X1 Z=(. Consequently, X — Q, showing that X is a
superkey of (Q,, F)).

Now, assume the reverse that X is not a key of (Q,, F). Then there would
exist a key X of (Q,, F,) such that XcX. Obviously X—7—Q, We invoke lem-
ma 1.1. to deduce

XUZ—QUuZ=9,

showing that X’U§ is a superkey of (Q, F). Consequently, there_exists a key X of
(Q, F) such that XX U Z, XNZ=@.
From this XX X. This contradicts the hypothesis that X is a key of (Q, F).
The proof is complete.
Basing on theorems 1.1 and 1.2, next we investigate only the class of Z-transla-
tions with Z+=@, Z=2,02Zy, Z\ Zy=Q, Z,=G, Zy\ H= (. Bearing this in mind, if
(Qh F|)=(Q, F)_Zr

then applying theorem 1.1 and 1.1 one after another to the Zj-translation and the
Z,-translation, we have: X is a key of (Q,, F) if and only if X1 Z=@ and XU Z
is a key of (Q, F). For the sake of convenience, we use in the sequel the notation

(Q’ F)Df—(_—m).) (Qb Fx)a

where the meaning of p is obvious.

To continue, let us recall a result in [1]. Let S=(Q, F) be a relation scheme, where
Q={A,,...,A,} — the set of attributes, F={L,—R;|L, RS Q, i=1,..., k} — the
set of functional dependencies.

Let us denote

k k
kS ElLi' R=iyl R

Then, the necessary condition for which X is a key of § is that O\ RS XS(Q\R)
U(LNR). For V& Q we denote V=Q\ V. It is easily seen that LY RSQ\ R < G,
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INRSON\RZG, R\ LZH, consequently (R\L)N H=(@, and we have the following
lemma:

Lemma 1.2. Let S=(Q, F) be a relation scheme, ZZ=G, where G is the inter-
section of all the keys of S.

Then (Z*\Z)N H= (), where H is the union of all the keys of S.

Proof. Assume the reverse that (Z*\ Z) H= (). Then, there would exist an at-
tribute A€ Z*, A€Z and A ¢ H. Consequently, there exists a key X of S=(Q, F)
such that A¢ X.

Since A€ Z* and A€Z we infer that Z& X\ A. Hence

X\ A Z—> Z+—A

with A¢ X.
This constradicts the fact that X is a key of S.
The proof is complete.
From the results mentioned above the following theorems are obvious.
Theorem 1.3. Let S=(Q, F) be a relation scheme belonging to &,

(Q,, F))=(Q, F)—LUR.

:)
Then (Q, F) p e (Q,, F))
with (Q,, Fy) €2,

Proof. As remarked above L|RZG. Applying Theorem 1.1.to the Z-translation
with Z=L | R, we have

(Q, F)

=) (Q,, F)).
p=(LUR, LUR) € Fy

The theorem 1.3 is illustrated by Fig. 2.

<Q F,>=<Q F>-LURe%,

<Q, F>ey

Fig. 2

Example 1. Let there be given S=(Q, F) with Q={a, b, ¢, d, e}, F={c—~d, d—e}
We have L |JR=ab. Consider (Q,, F,)=(Q, F)—ab. Obviously, Q,={c, d, e}, F, ={c—d,
d—e). It is easily seen that ¢ is the unique key of (Q,, F,), hence abc is the unique.
key of (Q, F).

Theorem 1.4. Let (Q, F) be a relation scheme of £,




Ttansiations of relation schéniés i3

Q) F)=(Q, F)—(LURU(L\R)):

) 2
Then «, F p=(LURU(L\R),LURU(L\R)) Y

with (Q,, F))€ Z,.

/w "
',/ R AL, LR @

LUR
[/
<Q, F>eX, <Q, F,>€2;
Fig. 3
! R
I
b —————— —D Q
' //, /4 p (LR U (R L. LOR)
/ / ’,‘\ ’R//////, "//,;’ /‘/
[/ 1111111
< FreZo <Q, F,>¢¥s
Fig. 4

Proof. It is clear that Z=L JR U (L\R)=Q\R<=GC.

Theorem 1.4 now follows from applying theorem 1.1 to the Z-translation.
Theorem 1.4 is illustrated by Fig. 3.

Theorem 1.5. Let S=(Q, F) be a relation scheme of %,

Q, Fy=(Q, H—(LUR)URNL)):
Then Q, F) ) (Qy, FY

p=(LUR U(R\L), LUR)

wtth (Qlo F]) e ga. " .

Proof. As remarked above, RN\LCH. Let Z=LURU(R\L)=2Z,UZ, where
Zy = LURZG, Zy=R\L, Zy(\H=@. Theorem 1.5 now follows from consecutive
applications of theorems 1.2 and 1.1 one after another to the Z,-translation and the
Z,-translation. Theorem 1.5 is illustrated by Fig. 4.

Theorem 16, Let S=(Q, F) be a relation scheme of %,
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(Q, F)=(Q, ) —(LURU (L N\R)U(R\L)).
Then (Q, F) ) (Q], F]).

W[th (Ql’ lcl) (' g,‘.

p=(LURU(L\R), UR\L), LURU(L\R)

™~
S ——— @)

p=(LUR U (L' R)U(R L), LOR U (L\R))

<Q,, Fi>eZ,

Fig. 5

L R

R
//’ p=((L\R), (L\R)) @
7,
<Q, F>eX, <Q,, Fi>e¥X,

Fig. 6

Proof Let Z= LURU(LNR)U(R\L)=2Z,UZ, where Z; =L UR U (L\(R)
=ON\RCG, Z,=R\LZH, or equivalently Z, (| H= (2. It is obvious that (Q,, F,)is ob-
tained from (Q, F) by the Z-translatlon. The proof of theorem 1.6 is straight-forward.
Theorem 1.6 is illustrated by Fig. 5.

Similarly, we can prove the following theorems:
Theorem 1.7. Let S=(Q, F) be a relation scheme of ¥,

(Qy, Fy=(Q, F)—(L\R).
Then QF) ==z tm & A

where (Q,, F))¢ Z,.
Theorem 1.7 is illustrated by Fig. 6.

Theorem 1.8. Let S=(Q, F) be a relation scheme of %, (Q,, F\)=(Q, F)—(R\L).
Then (Q, F) =g F1), where (Q,, F)¢ %,

Theorem 1.8 is illustrated by Fig. 7.

Theorem 1.9. Let S=(Q, F) be a relation scheme of £, (Q, F;)=(Q, F)

—((LN\R) U(RN\L)).
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Then (Q, F) s=rmomeiiich Qv Fo, where (Q, F) €2,
Theorem 1.9 is illustrated by Fig. 8.
Theorem 1.10. Let (Q, F) be a relation scheme of Lo, (Qy, F)=(Q, F)—(R\L)

Then (Q, F) =75 (Q, Fo). where (Q,, F)¢Z,.
L R L
7
p=(R\L, D)
<Q, F>eX, <Q,, Fi>eX,

Fig. 7

e

p=(L'RYAR L). L R)

<Q, F,>€¥%s
Fig. 8
L
p=(R\L.Q) Q
<Q,, F\>c¥,
Fig. 9

Theorem 1.10 is illustrated by Fig. 9.

Theorem 1.11. Let (Q, F) be a relation scheme of %3 (Q,, F))=(Q, F)—(L\R).
Then (Q, F) =iz, Qv Fi), where (Q,, F)eZ,.
Theorem 1.11 is illustrated by Fig. 10.

g?mbining theorems 1.3—1.11, we have the diagram of translations as illustrated on
g. 11.

Now, the following theorem follows from theorems 1.1, 1.2 and lemma 1.3.
Theorem 1.12. Let (Q, F) be a relation scheme of %, (Q, F)=(Q, F)
—{LURU(L\R)* U(R\L)}-
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Then (Q, F)

—— = ) (Q,, Fy), where (Q,, F\)¢ Z,.
p=(LURU(L\R) T U(RN\L), LUR U(L\R)) «Q, £ (Qn Fe 2,

Proof. Put Z=LURU(LN\R) U [(LNR)™NL N\ RINURNL) = Z,UZ,, where

?EZU %U (LNR)=Q\NRE G Zy=[L R (L R)] U(R™NL) Clearly
A;plyin-; theorem 1.2 to (Q, F)=(Q, F)—Z, and then, theorem 1.1 to (Q,, F))
=(Q’, F’)—Z,, the proof of theorem 1.12 is obvious.

L

/) - -
/ p=(L\R, L\R) O
%,
<Q, F>€Z3 <Q,. F,>eX,

Fig. 10

(LUR, LUR)

\1) (e}

A7 Tan o

Fig. 11



Translations of relation schemes

—>

p=(LuR U (L\R)* U (R\L). LUR U (L\R))

Fig. 12

(LUR, LUR)

(L\R)* v (R\L), L\R)

Fig. 13

Theorem 1.12 is illustrated by Fig. 12.
The “double hashing” part is (L\ R)*.

From the just mentioned results, we have the following diagram of
of relation schemes (Fig. 13).

2 Cepanka, ku. |

<Q, Fy>e¥X,

translations

17
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Example 2. Let Q=abhggmnvwkl, F={a—b, b—h, g—q, kv —w, w— vl}.
We have L=abgkvw; R=bhqwvl, R\L=hql; L\R=kga; (L\R)*= kgabhq;
LUR=mn; (RNL)U(LNR)*U(LUR)=mnkgabhgl (Q,, F))=(Q, F)—mnkgabhql = {wv,
{v—w, w— 7).

It is easily seen that v and w are keys of (Q,, F;). On the other hand, (L U R)
U (LN R)=mnkga.
Consequently mnkgav and mnkgaw are keys of (Q, F).

2. In this section we investigate some properties of the so-called non-translatable

relation schemes.
Definition 2.1. Let S=(Q, F) be a relation scheme. S is called translatable

if and only if there exist certain sets Z,, Zy—Q such that:

(i) Z#+=Q;

(i) X is a key of Qi F) iff XN Zy=Q and X\)Z, is a key of (Q, F), where
(Qy, F,)=(Q, F)—Z,. Otherwise, S is called non-translatable.

Theorem 2.1. Let S=(Q, F) be a translatable relation scheme with 2, Z, as
defined above. Then H~ G=H\ G, where H and G (and similarly H, and G,) are
defined in definition 1.2.

Proof. Let (Q,, F))=Q, F)—Z,.

Since X is a key of (Q,, F) iff X1 Zy,=@ and XU Z, is a key of (Q, F), it follows

H—:H1UZQ, Z'InH1:®’ G:GIUZQy ZﬁnGIZQ’
hence H\G=(H,UZy)\(G, U Zo)=((F, U Zo)\Z)\G,=H,\G, (because Zy(\ H,

Combining theorems 1.1, 1.2 with theorem 2.1, the following theorem is obvious
Theorem 2.2. Let S=(Q, F) be a relation scheme, (Q, F) is non-translatable
iff H=Q and G=(.

Theorem 2.3. Let S=(Q, F) be a relation scheme, (Q,, F\)=(Q, F)—(G U H).
Then:

a) (Q P e (Q,, Fy).
b) (Q,, F,) is non-translatable.
C) (Q]v F])Q .g".

Proof. Let Z=GUH=2Z,UZ, where Z,=G, Zy=H (clearly ZyNH={).
Hence part a) of the theorem is obvious. To prove b), we have only to show that
G,=@ and H,=Q,. ,

From a) it is clear that X is a key of (Q,, F)) iff XNG=@ and XUG is a key
of (Q, F).

Therefore, G=GUG,, GNG=@ H=GUH, GNH,=.

Hence G,=G\G=@ and H,=Hk\G. On the other hand, we have Q =Q\(G\ H)
= (AN H)\G=H\G=H,.

To prove c) we have to show that L'=R'=Q, where L' and R' are the union of all
the left sides and right ones of ali functional dependencies of F), respectively.

It is known [1] that Q" R'CG,=@. On the other hand, R’ Q,. Hence R'=Q,.
There remained to prove L'=Q,. Where that is false, there would existan A ¢ Q,\ L', Since
R'=Q,, we have A¢R! and A€L'. From Q,=H,, there exists a key X of. (Q,, F)

such that A ¢ X and X— Q,. Since A€ L! it follows from [1] that X\ A —Q,\ A.
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Evidently, L!=Q\ 4 and from this, X\ A—Q\A— L'—R'—A. This contra-
dicts the fact that X is a key of (Q,, F)), hence L'=Q,.

The proof is complete. )

From the proof of ¢) we conclude that all non-translatable relation schemes are
of type &,.

Theo4rem 24. Let S=(Q, F) be a relation scheme of &, satisfyingthe follow-
ing conditions :
() LiNR=@, vi=1,2..., k&

(ii) for each L, i=1,..., k there exists a key X; such that L,= X,
Then (Q, F) is a non-translatable relation scheme.

Proof. We have to prove that H=Q and G=(_. In fact, from (Q. F)¢ £, we
have L=R=Q By virtue of the hypothesis of the theorem we have

k k
Q=L={ L, X,cH=Q.
=1 i=1

Consequently, H=Q.

To prove G=( we first show that if L,— R, and X, is a key such that L, =X, then
Xi(IR;=(@. Assume the reverse that X;(\R,=@. Then, there would exist an A¢ X,
(R, Since L, R;=(, clearly A€ L,. Therefore L,=X;\ A. On the other hand,

XN\A— L,—R— A,
showing that X; is not a key of (Q, F). This is a contradiction. From X, NR,=(, it
follows:
XiSQ\R;.
3 k k
Thus G= :rJIX‘ c Dn(Q\R'): QN UIR,».

Since R=Q clearly GSQ\ Q= @, showing that G=@. The proof is complete.
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