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Abstract. We give a nonassociative version of Martindale’s lemma, and as
a consequence, we obtain a semiprime GPI-theorem: if A is a multiplicatively
semiprime algebra, M(A) is its multiplication algebra and C is its extended
centroid, then the following are equavalent: (1) CM(A) has a finite rank
operator over C; (2)M(A) is GPI; (3) there are Fi, Gi, Hj ,Kj ∈ CM(A) and

pi, qj ∈ A with FiXGiY (pi) 6= 0 for some i, and such that

n∑

i=1

FiXGiY (pi) =

m∑

j=1

HjY KjX(qj) (for all X,Y ∈ M(A)); (4) there exists F ∈ M(A) and

a ∈ A such that the FMC(Q)F (a)) is C-finitely generated.

Introduction. In this paper, we will deal with semiprimes algebras
which are not necessarily associative over a fixed field K of zero characteristic.
Recall that an algebra B is said to be semiprime (respectively prime) if I2 6= 0
(resp. IJ 6= 0) for every nonzero ideal I (respectively all nonzero ideals I, J)
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of B. Given a semiprime associative algebra A, the so called symmetric algebra
of quotients Qs(A) of A is probably the most confortable algebra of quotients
of A. The centre CA of Qs(A) is a unital semiprime commutative associative
algebra extension of K, called the extended centroid of A, and the CA-subalgebra
QA of Qs(A) generated by A is called the central closure of A. Both CA and
QA play a fundamental role in GPI-theories. In this framework, the standard
definition of a generalized polynomial identity (GPI) requires the introduction of
an appropriate generalization of a free algebra, which provides a suitable setting
for “generalized polynomial”. Roughly speaking, for a multilinear generalized
polynomial identity of A, we mean an identity of the form

Φ(x1, x2, . . . , xn) =
∑

σ∈Sn

nσ∑

i=1

aσ0ixσ(1)a
σ
1ixσ(2) · · · a

σ
(n−1)ixσ(n)a

σ
ni,

where aσmi are fixed elements in Qs(A). A is said to be GPI if there is a nonzero
GPI Φ such that Φ(a1, a2, . . . , an) = 0 for all ai ∈ A. For a comprehensive
treatment and for references to the extensive literature on Qs(A) we refer to the
books [4] and [3]. W. S. Martindale proved in [20, Theorem 1] (often referred as
Martindale ’s lemma) that if A is a prime algebra and p, q ∈ Qs(A) satisfy that
LpRq = LqRp, then there is λ ∈ CA such p = λq. It was extended to semiprime
context in [3, Theorem 2.3.11]. As a result in [3, §6.3] it is obtained a semiprime
GPI theorem: If A is a semiprime associative algebra, then A is GPI if and only if
there is an abelian idempotent E of CA such that ECAE is C-finitely generated.
These results are a cornerstone of GPI-theory. The goal of the present paper is
to give a nonassociative version of Martindale’s lemma and, as a consequence,
to obtain a semiprime GPI-theorem, which may serve in the construction of a
GPI-theory for nonassociative algebras.

In the general nonassociative setting, the absence of algebras of quotients
complicates the presentation of the extended centroid and the central closure,
which were introduced and developed by T. S. Erickson, W. S. Martindale, and
J. M. Osborn [18] in the prime context, and byW. E. Baxter andW. S. Martindale
[2] in the semiprime context (see also [16]). Later, another approaches to these
concepts have appeared in the literature: see the books by Y. P. Razmyslov [21,
§3] and R. Wisbauer [22, §32]. For a recent treatment we refer the reader to [11,
§2.1]. As it is made clear below, the multiplicatively semiprime algebras turn
out to be the appropriate framework for translating to nonassociative setting the
semiprime associative results. Given an algebra B, for a ∈ B, we will denote by
La and Ra the operators of, respectively, left and right multiplication by a on
B. The multiplication algebra M(B) of B is defined as the subalgebra of L(B)
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generated by the identity operator IdB and the set {La, Ra : a ∈ B}. We say
that an algebra B is multiplicatively semiprime (in short m.s.p.) whenever both
B and M(B) are semiprime algebras.

The need for such extensions is justified for the breadth of the class of
m.s.p. algebras. Of course, associative semiprime algebras are multiplicatively
semiprime algebras [15, Section 4]), and a similar result holds for many nearly
associative algebras (see the papers [5, 7, 10, 17]). Algebras with a semiprime
multiplication algebra were first studied by N. Jacobson [19] and A. A. Albert [1]
in a finite dimensional context. Without any restriction on the dimension, the
study of m.s.p. algebras was initiated in [5].

We shall assume throughout this paper that A is an m.s.p. algebra and
we will denote its central closure QA simply by Q and its extended centroid CA

simply by C.

1. Preliminaries. In this section we fix the relevant material on the
extended centroid for an m.s.p. algebra. The starting point of this path relies
on the possibility of associating an idempotent of the extended centroid to each
subset of central closure. This result is well-known in an associative context (cf.
[3, Theorem 2.3.9 and Lemma 2.3.10]) and it was established in [9] in a general
context.

1.1. Notation. First of all, we establish the notation used. Let B be an
algebra. For any subspaces S of B and N of M(B), the subsets Sann of M(B)
and Nann of B are defined by

Sann = {F ∈ M(B) : F (S) = 0} and NannB = {a ∈ B : N (a) = 0}.

It is well-known that an ideal of M(B) is essential if and only if Pann = 0. The
set (Sann)annB is called the ε-closure of the subspace S of B, and will be denoted

by either ŜB or S ∧B . A subspace S of B is said to be a dense subspace of B
if B = ŜB , that is to say whenever Sann = 0. The ε-closure enjoys a relevant
property, namely the so-called property of continuity [5, Proposition 1.8]: If
F ∈ M(B), and if S is a subspace of B, then F (S ∧B ) ⊆ F (S)∧B .

Note that B has a natural structure of leftM(B)-module for the valuation
action. In fact, if B is a dense subalgebra of an algebra Q, then Q also has a
natural structure of left M(B)-module. Indeed, for each F ∈ M(B), there exists
a unique F ′ ∈ M(Q) such that F ′(a) = F (a) for every a ∈ B. Moreover, the map
F 7→ F ′ becomes a canonical algebra embedding M(B) →֒ M(Q). Thus, Q has
a natural structure of left M(B)-module given by

F · q := F ′(q) for all F ∈ M(B) and q ∈ Q.
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By abuse of notation, we will write F (q) instead of F · q.
Let us introduce the concepts of extended centroid and central closure.

If C is a semiprime commutative associative unital algebra and Q is a
C-algebra then, for a subset S of Q, we will denote by CS the C-subspace of Q
generated by S. Of course, if Q = CB then B is dense in Q.

Between the different approaches to the concepts of extended centroid
and central closure for a semiprime algebra we prefer to take advantage of the
characterization given in [11, Theorem 2.4]: The extended centroid CB and the
central closure QB of B are determined by the following properties:

(P1) CB is a unital semiprime commutative associative algebra, QB is an algebra
extension of B, and QB is generated by B as a CB-algebra.

(P2) For each q ∈ QB , there exists an essential ideal D of B (that is, D ∩ I 6= 0
for any nonzero ideal I of B) such that DM(B)(q) +M(B)(q)D ⊆ B.

(P3) If q ∈ QB satisfies either DM(B)(q) = 0 or M(B)(q)D = 0 for some
essential ideal D of B, then q = 0.

(P4) For each essentially defined centralizer f : D −→ B, there exists a unique
element λ ∈ CB such that f(x) = λx for every x ∈ D.

Obviously QB = CB and it is easy to prove that CB is von Neumann regular (c.f.
[3, Theorem 2.3.9.(iii)]) and that QB is semiprime (see [11, Proposition 2.1]). B
is said to be a centrally closed algebra whenever B = QB . Of course, QB is a
centrally closed algebra (see [2, Theorem 2.15.(c)]).

Recall that the set ICB
of all idempotents in CB has a partial order given

by e ≤ f if and only if e = ef . Moreover, ICB
is a Boolean algebra for the

operations

e ∧ f = ef, e ∨ f = e+ f − ef, and e∗ = 1− e.

Proposition 1.1 ([9], Proposition 1.6). Let B be a semiprime algebra
and let S be a nonempty subset of QB. Then

(1) There exists a unique e[S] in ICB
such that

{λ ∈ CB : λS = 0} = (1− e[S])CB ;

(2) e[S]p = p for every p ∈ S and for any e ∈ ICB
, e[eS] = ee[S].
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On the other hand, it is well known that Qs(CB) = CB , and so

(1) CCB
= CB .

In particular, by [3, Theorem 2.3.9], given a nonempty subset S of CB :

(1) There exists a unique e[S] in ICB
such that

{λ ∈ C; λS = 0} = (1− e[S])CB ;

(2) e[S]λ = λ for every λ ∈ S and for any e ∈ ICB
, e[eS] = ee[S].

In this paper, frequently use is made of these properties, often without
explicit mention. It is obvious that S = {0} if and only if e[S] = 0. For each
element x in Q or C, we will denote by e[x] the idempotent associated to {x}.

Next let us prove an elemental fact.

Corollary 1.2. Let B be a semiprime algebra and let λ be in CB. Then,
λ is invertible if and only if e[λ] = 1. As a consequence, λ+(1− e[λ]) is invertible
for all λ ∈ C.

P r o o f. Suppose that there exists µ ∈ C such that µλ = 1. It is
clear that 1 = e[µλ] ≤ e[λ]. For the converse, suppose that e[λ] = 1. Since C
is von Neumann regular, there exists µ ∈ C such that µλ is an idempotent and
µλλ = λ. Hence µλ = µλe[λ] = e[µλλ] = e[λ] = 1. Finally, fix λ ∈ C and
consider µ = λ+ (1− e[λ]). It is clear that µe[λ] = λ and µ(1− e[λ]) = (1− e[λ]).
In particular e[µ](1 − e[λ]) = (1 − e[λ]) and e[µ]e[λ] = e[λ], and therefore e[µ] =
e[µ]e[λ] + e[µ](1 − e[λ]) = 1, as required. ✷

Let B be a semiprime algebra. The algebra MC(QB) of QB over CB is
defined as the subalgebra of the algebra LCB

(QB) (operators on QB) generated
by the identity operator IdQB

and the set {Lq, Rq : q ∈ QB}. It is clear that
MC(QB) = M(QB) +CBIdQB

.
A second result allows us to relate the idempotent of an element and the

idempotent of the ideal generated by itself.

Corollary 1.3. Let B a semiprime algebra and let S be a subset of QB.
Then eMC(QB)(S) = e[S].

P r o o f. Since S ⊆ MC(QB)(S) we have e[S] ≤ e[MC(QB)(S)]. On the
other hand, e[S]MC(QB)(S) = MC(Q)(e[S]S) = MC(QB)(S), so,

e[MC(QB)(S)] = e[e[S]MC(QB)(S)] = e[S]e[MC(QB)(S)],

thus e[MC(QB)(S)] ≤ e[S]. ✷



6 J. C. Cabello

Given a CB-submodule N of QB, we will say that N is CB-finitely gen-

erated if there exist q1, q2, . . . , qn ∈ QB such that N ⊆
n∑

i=1

CBqi. Note that if

p, q ∈ QB then it may happen that p ∈ CBq but q /∈ CBp. Borrowing the def-
inition given in [13], we will say that n nonzero elements q1, q2, . . . , qn of QB

are linearly C-independent (or that the set S := {q1, q2, . . . , qn} is linearly CB-

independent) if, for all λ1, λ2, . . . , λn ∈ CB,
∑

λiqi = 0 implies λiqi = 0 for all

i ∈ {1, . . . , n}, or equivalently, if the C-linear envelope N of the subset S satisfies

that: N =

n⊕

i=1

CBqi.

A careful reading of the proof of [13, Corollary 1.3 and Corollary 1.4]
allows us to assure that the next result remains true for semiprime nonassociative
algebras.

Corollary 1.4. Let B a semiprime algebra and let M be a CB-finitely
generated CB-submodule of B. If N $ M is a CB-submodule of B, then there

are p1, p2, . . . , pm ∈ QB such that N =
k⊕

i=1

CBpi and M = N ⊕
m⊕

i=k+1

CBpi.

Given a nonzero finitely generated C-submodule M , we will say that
dimICB

(M) = n whenever

n = min

{
k ∈ N : ∃pi, p2, . . . , pk ∈ QB\{0} such that M ⊆

k∑

i=1

CBpi

}
.

1.2. Semiprime associative algebras. In this subsection we give a
slight extension of Martindale’s lemma (see [3, Theorem 2.3.11]). This one is
essentially known (see [3, Sections 2.3 and 6.3], but we will include its proof by
the difficulty of giving a specific reference and by highlight the kinds of ideas that
are handled.

Lemma 1.5. Let A be a semiprime associative algebra and let p1, . . . ,
pn, q1, . . . , qn ∈ Qs(A). Assume that {p1, . . . , pn} or {q1, q2, . . . , qn} are lin-

early C-independent sets. Then

n∑

i=1

pixqi = 0 for every x ∈ A if and only if

e[pi]e[qi] = 0 for all i = 1, 2, . . . , n. As a consequence, given r1, . . . , rn ∈ QA, then
n∑

i=1

pixqiyri = 0 for all x, y ∈ A if and only if e[pi]e[qi]e[ri] = 0 (or equivalently,

e[qi]e[ri]pi = 0, or e[pi]e[qi]ri = 0) for all i.



On Martindale’s lemma for nonassociative algebras 7

P r o o f. Assume that q1, q2, . . . , qn ∈ Q are linearly C-independent. It is

clear that if e[pi]e[qi] = 0 for all i ∈ {1, . . . , n}, then
n∑

i=1

pixqi = 0 for all x ∈ A.

In order to prove the converse, assume that

n∑

i=1

pixqi = 0 for all x ∈ A and

there is j such that e[pj ]e[qj ] 6= 0. For simplicity we can suppose that e[p1]e[q1] 6= 0.
Therefore e[p1]q1, q2, . . . , qn are linearly C-independent. By [3, Theorem 2.3.3]

there exist sj, tj ∈ A such that G ∈ M(A) defined by G(x) =

m∑

j=1

sjxtj verifies

that G(e[p1]q1) 6= 0 and G(qi) = 0 for all i ∈ {2, . . . , n}. Put q′1 = G(e[p1]q1) 6= 0,
and note that, for every x ∈ A, we have:

0 =
m∑

j=1

(
n∑

i=1

pixsjqi

)
tj =

m∑

j=1

(
n∑

i=1

pixsjqitj

)
=

n∑

i=1

pixG(e[pi]qi) = p1xq
′
1.

That is, 0 = p1xq
′
1 = p1xG(q1) for all x ∈ A, which is a contradiction because

G(e[p1]q1) 6= 0 (see [3, Corollary 2.3.10]).

Finally, if we assume that

n∑

i=1

pixqiyri = 0 for all x, y ∈ A then by the

first assertion e[pixqi]e[ri] = 0, for all i and for every x ∈ A. Therefore, again
by [3, Corollary 2.3.10] we deduce that e[pi]e[qi]e[ri] = 0. The converse is also
obvious. ✷

Thus, we obtain the first extension:

Proposition 1.6. Let A be a semiprime associative algebra and let pi,
qi, cj , dj ∈ Qs(A) be such that for all x ∈ A

(2)

n∑

i=1

pixqi =

m∑

j=1

cjxdj.

If p1, p2, . . . , pn are linearly C-independent, then each e[pi]qi is a C-linear com-
bination of d1, d2, . . . , dm. Similarly, if q1, q2, . . . , qn are linearly C-independent,
then each e[qi]pi is a C-linear combination of c1, c2, . . . , cm.

P r o o f. Assume that p1, p2, . . . , pn are linearly C-independent and put
S = {p1, . . . , pn, q1, . . . , qm}. By suitably reordering of the summands appearing
in the right hand side of (2) we may assume, by Corollary 1.4, the existence of
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r ∈ {1, . . . ,m} such that

n⊕

i=1

Cpi +

m∑

j=1

Ccj =

n⊕

i=1

Cpi ⊕
r⊕

k=1

Cc′k for convenient

c′k. For each j ∈ {1, . . . ,m} we write

cj =

n∑

i=1

αj
ipi +

r∑

k=1

βj
kc

′
k for suitable αj

i , β
j
k ∈ C.

Then, for each x ∈ A we have

n∑

i=1

pixqi =

m∑

j=1

cjxdj =

m∑

j=1

(
n∑

i=1

αj
ipi +

r∑

k=1

βj
kc

′
k

)
xdj ,

and hence
n∑

i=1

pix


qi −




m∑

j=1

αj
idj




 =

r∑

k=1

c′kx




m∑

j=1

βj
kdj


 .

Therefore, by Lemma 1.5, e
[qi−

∑m
j=1 α

j
idj ]

e[pi] = 0, for all i. As a consequence,

e[pi]qi =
m∑

j=1

e[pi]α
j
idj for all i. ✷

1.3. M.s.p. algebras. We begin this subsection with an essentially
known result.

Proposition 1.7. Let B be a semiprime algebra. Then B is an m.s.p.
algebra if and only if QB is.

P r o o f. Suppose that B is an m.s.p. algebra. Combining [12, Corollary
4.4] and [8, Proposition 4.4], we obtain that QB is also m.s.p. Now suppose that
QB is m.s.p. The conclusion is a consequence of [14, Proposition 2.2] since B is
dense in QB . ✷

Recall that, in what follows, A will be an m.s.p. algebra and we will
denote its central closure QA simply by Q and its extended centroid CA simply
by C.

Corollary 1.8. Let q ∈ Q. Then

(3) Q = (MC(Q)(q) + (1− e[q])Q ∩Q)∧Q .

P r o o f. Set J := MC(Q)(q). It is clear that J is an ideal of Q. Taking
in mind Proposition 1.7 and [9, Theorem 1.8] (c.f. [12, Corollary 1.6]), by [5,
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Theorem 2.6], we have that Q = (J + (1− e[J ])Q ∩Q)∧Q . Therefore, to conclude
it is enough to apply that e[J ] = e[q] in virtue of Corollary 1.3. ✷

Recall that the extended centroids of A and M(A) are isomorphic.

Theorem 1.9 ([11], Theorem 4.3).

QM(A) = MC(Q) and CM(A) = C,

and, as a consequence,

IC = ICM(A)
.

Regarding M(A) as a subalgebra of M(Q), and so, of MC(Q), it is im-
mediate to verify that

(4) MC(Q) = CM(A).

As a consequence we have a nonassociative version of [3, Theorem 2.3.3].

Corollary 1.10. Let q1, q2, . . . , qn ∈ Q and suppose that q1 /∈
n∑

i=2

Cqi.

Then there exists F ∈ M(A) such that F (q1) 6= 0 and F (qi) = 0, for all i =
2, . . . , n.

P r o o f. A careful reading of the proof of [18, Theorem 3.1] shows
that the primeness of B is not essential, and so, we can assert that there is
G ∈ M(Q) such that G(q1) 6= 0 and G(qi) = 0, for all i = 2, . . . , n. Taking in
mind Theorem 1.9, by property (P2), there exists an essential ideal P of M(A)
such that PM(M(A))(G) ⊆ M(A)). In particular Pann = 0 (see [5, Theorem
2.4]) and PG ⊆ M(A). If PG(q1) = 0, then G(q1) ∈ Pann = 0, which is a
contradiction. Hence, there exists T ∈ P such that TG(q1) 6= 0. Therefore
F := TG ∈ M(A) satisfies F (q2) = · · · = F (qn) = 0 and F (q1) 6= 0. ✷

The above statement allows us to prove the following

Corollary 1.11. If S is a finitely generated C-submodule of Q contained
in A, then S is an ε-closed subspace of A.

P r o o f. By Corollary 1.4, there are {q1, q2, . . . , qn} such that S =
n⊕

i=1

Cqi. Take a ∈ A \ S. By Corollary 1.10 there exists F ∈ M(A) such tat

F (q1) = · · · = F (qn) = 0 (so F ∈ Sann) and F (a) 6= 0. Therefore, a /∈ ŜA, that
is, ŜA = S. ✷
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2. Martindale’s lemma for nonassociative algebras. In this
section we will present an extension of Martindale’s lemma for nonassociative
algebras.

Recall that if I is an ideal of A we denote by [I : A] the ideal of M(A)
defined by

[I : A] := {F ∈ M(A) : F (A) ⊆ I}.

Lemma 2.1. Let I be an ideal of A. Then eI = eLI
= e[I:A].

P r o o f. Fix x ∈ I and a ∈ A, and let us see that eLI
xa = eLI

Lx(a) =
Lx(a) = xa, and so (eLI

x−x)a = 0. As a consequence, we have (eLI
x−x)A = 0.

Since A is dense in Q, we deduce that eLI
x = x. Taking in mind the arbitrariness

of x, we have eLI
I = I. Thus eI = eeLI

= eLI
eI , and hence eI ≤ eLI

. On the other
hand, since LI ⊆ [I : A], we have eLI

≤ e[I:A]. Moreover, for each F ∈ [I : A]
and for each a ∈ A, we have F (a) ⊆ I, and so eIF (a) = F (a) or equivalently
(1 − eI)F (a) = 0. In particular, again since A is dense in Q, we deduce that
(1 − eI)[I : A] = 0. Therefore, 0 = e(1−eI )[I:A] = (1 − eI)e[I:A], thus e[I:A] ≤ eI .
✷

The net result can be seen as a nonassociative version of [3, Lemma 2.3.10].

Lemma 2.2. Let T be a subset of MC(Q) and let S be a subset of A.
Then the following assertion are equivalent:

(1) T P(S) = 0 for some essential ideal P of M(A);

(2) [M(A)(S) : A]MC(Q)T = 0;

(3) eST = 0;

(4) eSeT = 0;

(5) eT S = 0.

P r o o f. (1) ⇒ (2). Suppose that T P(S) = 0, in particular T PM(A)(S) =
0, thus T P[M(A)(S) : A] = 0. Hence the ideal V = [M(A)(S) : A]MC(Q)T P ∩
M(A) of M(A) satisfies V2 = 0. Since M(A) is semiprime, we have [M(A)(S) :
A]MC(Q)T P ∩ M(A) = 0. By [11, Proposition 2.1] we know that [M(A)(S) :
A]MC(Q)T P = 0. By [6, Proposition 3.4], P(A) is a dense ideal of A, and so, by
[12, Proposition 2.3], we obtain that [M(A)(S) : A]MC(Q)T = 0.

(2) ⇒ (3). Taking in mind [9, Theorem 1.8], T ⊆ (1−e[M(A)(S):A])MC(Q)∩
MC(Q). It follows that e[M(A)(S):A]T = 0, and since S ⊆ M(A)(S) ⊆ MC(Q)(S),
by Lemma 2.1 and Lemma 1.3, e[M(A)(S):A] = eS , thus we have eST = 0.
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(3) ⇒ (4). 0 = eeST = eSeT = 0.

(4) ⇒ (5). eT S = eT eSS = 0.

(5) ⇒ (1). T P(S) = eT T P(S) = T P(eT S) = 0. ✷

Next, we present an operator that performs a similar role to the operator
Ma,b = LaRb in the associative context. For F ∈ MC(Q) and q ∈ Q we denote
by WF,q the linear operator from MC(Q) in Q given by

WF ·q(S) = FS(q) for all S ∈ MC(Q).

Moreover, for each subset S of MC(Q), we will denote by W S
F ·q the restriction of

WF,q to S. We can rewrite Lemma 2.2 as follows.

Proposition 2.3. Let P be an essential ideal of M(A). Let F ∈ MC(Q)
and let q ∈ Q. Then the following assertions are equivalent:

(1) WF ·q = 0; (2) WP
F ·q = 0; (3) e[F ]q = 0; (4) e[q]F = 0; (5) e[F ]e[q] = 0.

As a first consequence we get two curious results.

Corollary 2.4. Let p ∈ Q and λ ∈ C. Then e[λp] = e[λ]e[p].

P r o o f. First, suppose that A is associative. It is obvious that λq(1 −
eλp)p = 0 for all q ∈ Q. Therefore, by [3, Lemma 2.3.10], e[λ](1 − e[λp])e[p] = 0.
Hence e[λ]e[p] ≤ e[λp]. On the other hand, it is clear that e[λ]e[p]e[λp] = e[λp], thus
e[λp] = e[λ]e[p]. Suppose now that A is nonassociative. It is clear that

WλIdQ·(1−e[λp])p = WIdQ·(1−e[λp])λp = WIdQ·λp −WIdQ·e[λp]λp = 0.

Since M(Q) is an associative algebra, by the first assertion, we deduce that
e[λIdQ] = e[λ]. Hence, by Proposition 2.3, e[λ]e[p](1−e[λp]) = 0, thus e[λe[p] ≤ e[λp].
The other inequality is obvious as we have seen. ✷

Corollary 2.5. Let P be an essential ideal of M(A), i = 1, 2, . . . , n,
Fi ∈ MC(Q) and qi ∈ Q with some e[Fi]e[qi] 6= 0. Then there exist F ∈ M(A),
a ∈ A, and e ∈ IC such that

0 6= FP(a) ⊆ e
n∑

i=1

FiP(qi).

P r o o f. Suppose for simplicity that e[F1]e[q1] 6= 0. By Corollary 1.10,
there exists G ∈ M(A) such that G(e[F1]q1) 6= 0 and G(qi) = 0 for all i ∈
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{2, . . . , n}. Put q′1 = G(eF1q1) and note that for each T ∈ P, we have

n∑

i=1

FiTG(qi) =

n∑

i=1

FiTG(e[Fi]qi) = F1T (q
′
1).

Thus

F1Pq′1 ⊆
n∑

i=1

FiP(qi).

On the other hand, since M(A) is an associative algebra and by Theorem 1.9
G ∈ MC(Q) = Q(M(A)), there exists an essential ideal U of M(A) such that
U ⊆ P and F1U ⊆ M(A). Take S ∈ U such that F1S 6= 0 and e = e[F1S(q′1)]

. In

particular eq′1 6= 0 (in other case, 0 = ee[q′1] = eF1S(q′1)
e[q′1] = e[F1S(q′1)

], which is a
contradiction).

By properties (P2) and (P3) there exists an essential ideal D of A, such
that 0 6= DM(A)(q′1) ⊆ A. Setting F = F1S and 0 6= a ∈ DM(A)(eq′1) =
eDM(A)(q′1), we have

FP(a) = F1SP(a) ⊆ F1SPDM(A)(eq′1) ⊆ F1P(eq′1) ⊆ e
n∑

i=1

FiP(pi).

Finally, let us see that e[F ]a = a. Indeed, there exist x ∈ D and H ∈
M(A) such that a = xH(eq′1) and since e[F ]e = e, we have e[F ]a = a. In particular
e[F ]e[a] = e[a] 6= 0. Thus, by Proposition 2.3, 0 6= FP(a). ✷

For an arbitrary sum we have

Corollary 2.6. Let q1, . . . , qn ∈ Q and F1, . . . , Fn ∈ MC(Q) and let P be
an essential ideal of M(A). If q1, . . . , qn or F1, . . . , Fn are linearly C-independent,

then

n∑

i=1

WP
Fi,qi

= 0 if and only if e[Fi]e[qi] = 0 for all i ∈ {1, . . . , n}.

P r o o f. Suppose that
n∑

i=1

WFi,qi = 0. Assume that q1, . . . , qn are linearly

C-independent. In order to obtain a contradiction, we assume that there exists
i such that e[Fi]e[qi] 6= 0. For simplicity we can suppose that e[F1]e[q1] 6= 0. By
Corollary 1.10, there exists G ∈ M(A) such that G(e[F1]q1) 6= 0 and G(qi) = 0
for all i ∈ {2, . . . , n}. Put q′1 = G(eF1q1) and note that for each T ∈ MC(Q) we
have

0 =
n∑

i=1

FiTG(qi) = F1TG(e[F1]q1) = F1T (q
′
1).



On Martindale’s lemma for nonassociative algebras 13

Thus, by Proposition 2.3 we have 0 = e[F1]q
′
1 = q′1, which is a contradiction.

If we assume that F1, . . . , Fn are linearly C-independent then, accord-
ing to [3, Theorem 2.3.3], we can follows a similar argument: Take Hj ,Kj ∈

M(A) such that H ∈ M(M(A)) defined by H(H) =

m∑

j=1

HjHKj verifies that

H(e[q1]F1) 6= 0 and H(Fi) = 0 for all i ∈ {2, . . . , n}. Put F ′
1 = H(e[p1]q1) 6= 0,

and note that, for every H ∈ M(A), we have:

0 =
m∑

j=1

Hj

(
n∑

i=1

FiKjH

)
(qi) =

n∑

i=1

H(Fi)H(qi) = F ′
iH(q1).

Thus, by Proposition 2.3 we have 0 = e[q1]F
′
1, which is a contradiction.

In both cases, the converse is obvious since

n∑

i=1

WFi,e[Fi]
e[qi]qi

=

n∑

i=1

WFi,qi. ✷

Remark 2.7. Taking in mind Corollary 1.4, it is easy to prove that for
every F1, . . . , Fn ∈ MC(Q), q1, . . . , qn ∈ Q, and for every essential ideal P of
M(A):

n∑

i=1

WP
Fi,qi

= 0 if and only if

n∑

i=1

WFi,qi = 0.

Our next result is an m.s.p. version of Proposition 1.6, which can be
considered as an m.s.p. version of Matindale’s lemma.

Theorem 2.8. Let pi, qj ∈ Q and Fi, Gj ∈ MC(Q) (1 ≤ i ≤ n, 1 ≤ j ≤
m), and let P be an essential ideal of M(A) satisfying

(5)
n∑

i=1

FiX(pi) =
m∑

j=1

GjX(qj) for every X ∈ P.

If p1, . . . , pn are linearly C-independent, then each epiFi is a C-linear combination
of G1, . . . , Gm. If F1, . . . , Fn are linearly C-independent, then each eFi

pi is a C-
linear combination of q1, . . . , qm.

P r o o f. Assume that p1, p2, . . . , pn are linearly C-independent. By a
similar argument to that used in the proof of Proposition 1.6, we deduce that,
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for each X ∈ P,

n∑

i=1

FiX(pi) =
m∑

j=1

GjX(qj) =
m∑

j=1

GjX

(
n∑

i=1

αj
ipi +

r∑

k=1

βj
kq

′
k

)
,

for suitable r ∈ N, αj
i , β

j
k ∈ C and q′k ∈ Q such that p1, p2, · · · , pn, q

′
1, q

′
2, · · · , q

′
r

are linearly C-independent. Hence

n∑

i=1


Fi −

m∑

j=1

αj
iGj


X(pi) =

r∑

k=1




m∑

j=1

βj
kGj


X(q′k).

Therefore, by Corollary 2.6, e
[Fi−

∑m
j=1 α

j
iGj ]

e[pi] = 0, for all i. As a consequence,

e[pi]Fi =
m∑

j=1

e[pi]α
j
iGj .

Assume that F1, F2, . . . , Fn are linearly C-independent. Taking in mind
Theorem 1.9 and Corollary 1.4, by a similar argument, we can write, for each
j ∈ {1, . . . ,m}

n∑

i=1

FiX


pi −

m∑

j=1

αj
i qj


 =

r∑

k=1

G′
jX




m∑

j=1

βj
kqj


 ,

for suitable r ∈ N, αj
i , β

j
k ∈ C and G′

k ∈ MC(Q) such that F1, F2, . . . , Fn,
G′

1, G
′
2, . . . , G

′
r are linearly C-independent. Therefore, again by Corollary 2.6,

e
[pi−

∑m
j=1 α

j
i qj ]

e[Fi] = 0, for all i. As a consequence, e[Fi]pi =

m∑

j=1

e[Fi]α
j
i qj. ✷

From Theorem 2.8 we find an m.s.p.-version of [3, Theorem 2.3.11].

Corollary 2.9. Let F,G ∈ MC(Q) and p, q ∈ Q. Then the following
conditions are equivalent:

(i) WF,p = WG,q;

(ii) There exists µ ∈ C invertible such that e[p](µF − e[F ]G) = 0 and e[G](µq −
e[q]p) = 0;

(iii) There exists λ ∈ C such that e[p](F − λG) = 0 and e[G](λp− q) = 0.

In this case, e[F ]e[p] = e[G]e[q].
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P r o o f. (i) ⇒ (ii). First of all, note that e[F ]e[p] = e[G]e[q]. In fact

WF,(1−e[G]e[q])p = WF,p − e[G]e[q])WF,p = WF,p − e[G]e[q])WG,q = 0.

Therefore, by Proposition 2.3 e[F ](1 − e[G]e[q])e[p] = 0, that is, e[F ]e[p] ≤ e[G]e[q].
Applying a similar argument for G and q allows us to conclude the equality. Let
us call e = e[F ]e[p]. By Theorem 2.8, there exists λ ∈ C such that e[p]F = λG. It
is clear that eF = λeG, and taking in mind Corollary 2.4,

e = e[e[p]F ] = e[λG] = e[λ]e[G]] = e[λ]e[G]]e = e[λ]e = e[eλ].

Take β = eλ + (1 − e). By Corollary 1.2, β is invertible and it is clear that
eF = e[p]F = eλG = eβG. Therefore,

WG,q = WF,p = WeF,p = WβeG,p = WG,βep

and by Corollary 2.6, e[G](q − βp) = 0. Finally, multiplying by µ = β−1 in both
equalities we obtain that 0 = e[G](µq − ep) = e[G](µq − e[q]p).

(ii) ⇒ (iii). Multiply by µ−1 in both equalities and take λ = µ−1e.

(iii) ⇒ (i). Suppose that there exists λ ∈ C such that e[p](F − λG) = 0
and e[G](λp− q) = 0. It is clear that

WF,p = We[p]λG,p = WG,λp = WG,e[g]q = WG,q. ✷

3. Semiprime GPI-theorem. In this section we will give a nonasso-
ciative version of a semiprime GPI-theorem (see [3, section 3]). To this end, we
need to know what happens when the rank of an operator of M(Q) is finite over
the extended centroid.

First of all let us see some sufficient condition that ensures the existence
of finite rank operators.

Proposition 3.1. Let Fi, Gi,Hj,Kj ∈ MC(Q) and pi, qj be in Q such
that

n∑

i=1

FiXGiY (pi) =

m∑

j=1

HjY KjX(qj).

Then there exist F ∈ MC(Q) and q ∈ Q such that the operator WF,q is nonzero
and has finite rank, whenever e[Fi]e[Gi]e[pi] 6= 0 for some i.
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P r o o f. By Corollary 1.4 and Corollary 2.6 we can assume without
loss of generality that the set {F1, F2, . . . , Fn} is linearly C-independent and
e[Fi]e[Gi]e[pi] 6= 0 for some i. Fix Y ∈ MC(Q). By Theorem 2.8, we have
that e[Fi]GiY (pi) is a C-linear combination of {q1, q2, . . . , qm}. Therefore, take
F = e[Fi]Gi and q = pi to conclude. ✷

Now, we see some equivalent conditions.

Proposition 3.2. Then the following assertions are equivalent:

(i) There exists F be in MC(Q) \ {0} such that F (Q) is C-finitely generated;

(ii) There exists G in M(A)\{0} such that GMC(Q)G(a) is C-finitely generated
for some a ∈ A such that G(a) 6= 0.

P r o o f.
(i) ⇒ (ii). Since F ∈ MC(Q) \ {0} there exists 0 6= p ∈ Q such that

q = F (p) 6= 0, that is, 0 6= eF (p) = eF eF (p) = eF eq, and so, by Proposition
2.3, eqF 6= 0 and, of course, by assumption FMC(Q)(q) C-finitely generated.
By Corollary 2.5 there is G ∈ M(A) and b ∈ A such that 0 6= GM(A)(b) ⊆
FMC(Q)(q). Since 0 6= GM(A)(b), there is T ∈ M(A) such that 0 6= GT (b). If
we take a = T (b), then we have

GMC(Q)G(a) ⊆ GMC(Q)(b) ⊆ FMC(Q)(q),

and so, GMC(Q)G(a) is C-finitely generated.
(ii) ⇒ (i). Assume that there is a ∈ A and G ∈ M(A) satisfying that

GMC(Q)G(a) is C-finitely generated and G(a) 6= 0. Take F = e[G(a)]G. By
Corollary 1.8,

F (Q) ⊆ F ([MC(Q)G(a) + (1− e[G(a)])Q ∩Q)]∧),

and so, by the continuity of the ε-closure

F (Q) ⊆ [F (MC(Q)G(a) + (1− e[G(a)])Q ∩Q)]∧Q = [G(MC(Q)G(a))]∧Q .

Thus, by Corollary 1.11, F (Q) ⊆ G(MC(Q)G(a))), which asserts that F (Q) is
C-finitely generated. ✷

In light of Proposition 3.2, the following result becomes an m.s.p. version
of [3, Lemma 6.1.4] (see also [20, Theorem 2]).

Lemma 3.3. If there exists F ∈ MC(Q) such that F (Q) is a finitely
generated C-submodule of Q, then FMC(Q)F is a finitely generated C-submodule
of Q.
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P r o o f. Let F ∈ MC(Q) be such that F (Q) is a finitely generated C-
submodule of Q. By [13, Corollary 1.4] there exist q1, q2, . . . , qn ∈ Q such that

F (Q) =
n⊕

i=1

Cqi. Let pi ∈ Q be such that F (pi) = qi. On the other hand, for

each i consider the map ϕi : Q → e[qi]C defined by F (q) =

n∑

i=1

ϕi(q)qi for all

q ∈ Q. Note that by assumption on qi’s, ϕi is unique. Thus, set

F = ϕ1 ⊗ q1 + · · ·+ ϕn ⊗ qn,

where (ϕi ⊗ qi)(q) := ϕi(q)qi, for every q ∈ Q. Then for any G ∈ LC(Q),
i, j ∈ {1, . . . , n} and q ∈ Q, we have

(ϕj ⊗ qj)G(ϕi ⊗ qi)(q) = (ϕj ⊗ qj)G(ϕi(q)qi) = (ϕj ⊗ qj)(ϕi(q)G(qi))

= ϕi(q)ϕj(G(qi))qj = ϕj(G(qi))(ϕi ⊗ qj)(q),

which proves that FMC(Q)F is spanned by the rank one operators ϕi ⊗ qj, for
i, j ∈ {1, . . . , n}, and therefore is C-finite dimensional. ✷

Let A be a semiprime associative algebra. Given a non-empty set X of
variables, we can consider the C-algebra Qs(A)〈X〉C given by the coproduct over
C of the C-algebra Qs(A) and the unital free associative algebra C〈X〉1. The ele-
ments of Qs(A)〈X〉C are called generalized polinomial identities (in short GPI’s).
As usual we write a GPI Φ in the form Φ(x1, . . . , xn) to indicate the variables that
Φ involves. Given a map s : X → Qs(A), there exists a unique unital C-algebra
homomorphism from Qs(A)〈X〉C to Qs(A) extending the maps s and IdQs(A).
Such a homomorphism is also denoted by s and is called a substitution. Given a
GPI Φ = Φ(x1, . . . , xn) and q1, . . . , qn ∈ Qs(A), we put Φ(q1, . . . , qn) to indicate
the value of s(Φ) for any substitution s such that s(xi) = qi (1 ≤ i ≤ n). The
algebra A is said to be GPI whenever A satisfies a nonzero GPI.

Finally, we obtain the semiprime GPI-theorem in nonassociative context.

Theorem 3.4. Let A be an m.s.p. algebra. Then the following assertions
are equivalent:

(1) There exists a nonzero operator F ∈ MC(Q) such that F (Q) is C-finitely
generated;

(2) M(A) is GPI;
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(3) There are Fi, Gi,Hj ,Kj ∈ MC(Q) and pi, qj ∈ Q with 1 ≤ i ≤ n, 1 ≤ j ≤ m
such that

(6)

n∑

i=1

FiXGiY (pi) =

m∑

j=1

HjY KjX(qj).

for all X,Y ∈ MC(Q) and e[Fi]e[Gi]e[pi] 6= 0 for some i;

(4) There exists F ∈ M(A) and a ∈ A such that the 0 6= FMC(Q)F (a)) is
C-finitely generated.

P r o o f. (1) ⇒ (2). Suppose that F ∈ MC(Q) verifies that F (Q) is
C-finitely generated. By Lemma 3.3, FMC(Q)F is also C-finitely generated. By
[13, Theorem 2.1] (see also [3, Remark 6.3.4 and Theorem 6.3.11]) we can assume
without loss of generality that F is idempotent. Taking in mind Theorem 1.9, if
dimIC (FMC(Q)F ) = n and Stn+1 is the standard polynomial in n+1 variables,
then

φ = Stn+1(EX1E,EX2E, · · · , EXn+1E)

is the required a GPI.
(2) ⇒(3). Taking in mind Theorem 1.9, by [3, Theorem 6.3.8] there ex-

ists an idempotent F ∈ MC(Q) such that FMC(Q)F is C-finitely generated.
Let n = dimIC (FMC(Q)F ). If n = 1 then FXFY F − FY FXF = 0 for all X
and Y , and so the proof is easily derived. Now, suppose that n > 1. With-
out loss of generality, we assume that there are F ′

1, . . . , F
′
n ∈ MC(Q) such that

Stn(FF ′
1F, . . . , FF ′

nF ) 6= 0 and 0 = Stn+1(FXF,FY F, FF ′
3F, . . . , FF ′

nF,F ) for
all X and Y . Rearranging summands, we have

0 =
n∑

i=1

FiXGiY Hi −
m∑

j=1

JjYKjXLj

for all X,Y ∈ MC(Q) and for convenient Fi, Gi,Hi, Jj ,Kj , Lj ∈ MC(Q). In fact,
by the assumption on F ′

i ’s, we have e[Fi]e[Gi]e[Hi] 6= 0 for some i. In particular,

by Lemma 1.5 there is p ∈ Q such that 0 6=
n∑

i=1

FiXGiY Hi(p), and hence for all

X,Y ∈ MC(Q)
n∑

i=1

FiXGiY (pi) =

m∑

j=1

KjY LjX(qj),

where pi = Hi(p) and qj = Mj(p).
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(3) ⇒ (4). It follows from Proposition 3.1 and Proposition 3.2.

(4) ⇒ (1). It follows from Proposition 3.2. ✷
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