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# R CONTROL CHART FOR POSITIVELY SKEWED DISTRIBUTIONS 
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#### Abstract

In this paper, R control chart for positively skewed distributions is designed. For chosen exponential, gamma and Weibull distributions of quality characteristic, we calculated theoretical distribution of sample range and fitted corresponding Pearson distribution. Upper control limits and power of the R control chart were established, giving evidence of the goodness of fit of Pearson distributions to the theoretical distribution of sample range. For implementation of R control chart in practice, measures of sample skewness and kurtosis were compared and numerical example of construction of a proposed chart was given.


Introduction. Mean range is often employed as an estimate of dispersion in place either of the standard deviation (root mean square) or the mean deviation, when dealing with samples containing only a small number of observations. Tippett [24] has calculated the mean, the standard deviation and the

[^0]moment quotients for the range of the normal distribution up to $n=1000$. The probability integral of the range was first tabulated by Pearson and Hartley [22], for $n$ up to 20, to four decimal places. Harter [12] computed percentage points of relative (standardized) range to 6 decimal places for normal samples of size $n=2(1) 20(2) 40(10) 100$, as well as the moments to 8 or more significant figures for normal samples up to $n=100$.

In statistical quality control, R control chart is often used to monitor process variability when sample size $n \leq 10$ [19]. The upper control limit $U C L$, center line $C L$ and lower control limit $L C L$ of the R control chart are, respectively, equal to

$$
\begin{aligned}
U C L & =\bar{R}+3 d_{3} \frac{\bar{R}}{d_{2}} \\
C L & =\bar{R} \\
L C L & =\bar{R}-3 d_{3} \frac{\bar{R}}{d_{2}}
\end{aligned}
$$

where $\bar{R}$ is the mean range, $d_{2}$ and $d_{3}$ are, respectively, the expected value and standard deviation of the relative range. Tables of $d_{2}$ and $d_{3}$ versus $n$ are reproduced in textbooks on statistical quality control, to facilitate the construction of $R$ control chart. Calculation of table values is based on the assumption that quality characteristic is normal or approximately normal. Mahoney [18] investigated the effects of the coefficient $d_{2}$ on the R chart. The $d_{2}$ values for the uniform, triangular, exponential and Erlang distributions were derived and compared with those for the normal distribution. The same procedure was done for the coefficient $d_{3}$ in the paper by Kao and Ho [17]. In both studies, they demonstrated that the use of $d_{2}$ and $d_{3}$ values computed based on an normality assumption seriously affects the performance of range charts. Several other researchers also dealt with the problem of non-normality in control charting procedure. Ferrel [10] proposed the geometric mid-range and geometric range charts for a lognormal distribution instead of the Shewhart X bar and R charts. Nelson [20] derived control limits of median, range, scale and location charts for the Weibull distribution. Some researchers proposed heuristic methods for setting the limits of control charts: weighted variance (WV) method $[7,3]$ weighted standard deviation (WSD) method [6], skewness correction (SC) method [5], adjusted weighted variance (AWSD) method [25].

Occurrence of non-normal data in industry is quite common [1, 13]. Violation of normality assumption results in incorrect control limits of control charts [2]. Misplaced control limits lead to inappropriate charts that will either fail to
detect real changes in the process or which will generate spurious warnings when the process has not changed.

Positively skewed distributions are frequently used for fitting manufacturing process data. In construction of R control chart, we considered exponential, gamma and Weibull distributions of quality characteristic. The field of applications of these distributions is vast and encompasses nearly all scientific disciplines (engineering, hydrology, economics, medicine, etc., see for instance [21, 23]). We derived the theoretical distribution of sample range and approximated it with corresponding Pearson distribution. A Pearson system of distributions is known to provide approximations to a wide variety of observed distributions [15].

It is presumed that a process begins in in-control state with standard deviation $\sigma_{0}$ and that single assignable cause results in a change of process standard deviation $\sigma_{0}$ to $\sigma_{1}=\nu \sigma_{0}$, where $\nu>1$. It is assumed that the process mean remains stable. Center line of the R control chart is set at $\sigma_{0}$ and an upper control limit (lower control limit is zero) is calculated for specified probability of false alarms. Samples of size $n$ are taken from the process and the sample range is plotted on the R control chart. If a sample range exceeds upper control limit, it is assumed that some change in the process standard deviation has occurred and a search for the assignable cause is initiated.

The rest of the paper is organized as follows. Construction of the proposed R control chart and its power are examined in Section 2, along with the comparisons of theoretical distribution of sample range with the corresponding Pearson distribution. In Section 3, implementation of proposed $R$ control chart is considered, first by choosing appropriate measures of sample skewness and kurtosis necessary for fitting Pearson distribution to data of sample ranges, followed by numerical illustration, using a data set given by Dou and Sa [8]. Finally, conclusions are drawn in Section 4. Chosen distributions of quality characteristic, distribution of sample range and the Pearson system of distributions are described in Appendix.
2. $\mathbf{R}$ control chart. We will consider three positively skewed distributions of quality characteristic $X$ : standard exponential, Gamma $\Gamma(2,1)$ and Weibull $W(2,1)$ distributions $[9,15,16]$. Parameters of these distributions were chosen to provide various degrees of skewness and kurtosis of parent distribution and, also for the ease of computation of theoretical distribution of sample range. Coefficients of skewness and kurtosis are defined as $\alpha_{3}=\frac{E(X-E(X))^{3}}{\sigma^{\frac{3}{2}}}$ and $\alpha_{4}=\frac{E(X-E(X))^{4}}{\sigma^{4}}$, respectively. We have following values of $\alpha_{3}$ and $\alpha_{4}$
for chosen distributions.

1. Exponential distribution: $\alpha_{3}=2, \alpha_{4}=9$,
2. Gamma $\Gamma(2,1)$ distribution: $\alpha_{3}=\sqrt{2}, \alpha_{4}=6$
3. Weibull $W(2,1)$ distribution: $\alpha_{3}=\frac{2 \sqrt{\pi}(\pi-3)}{(4-\pi)^{1.5}} \approx 0.631, \alpha_{4}=\frac{32-3 \pi^{2}}{(4-\pi)^{2}} \approx$ 3.245

We will now calculate the theoretical distribution of a sample range of considered positively skewed distributions, for sample sizes $n$ from 3 to 10 , using expression (2). After that, we will calculate first four moments of the distribution of sample range, which are necessary for calculation of parameters of the corresponding Pearson distribution. In the case of standard exponential and Gamma $G(2,1)$ distributions, distribution of sample range is approximated with Pearson type VI distribution. For the distribution of a sample range of Weibull $W(1)$, Pearson type I distribution is used for approximation for sample sizes from 3 to 7 and Pearson type VI distribution for sample sizes from 8 to 10. Parameters of corresponding Pearson type I and type VI distributions are calculated using formulas (4), (9) and (11), given in the Appendix. For fitting Pearson distributions, we used functions in R package PearsonDS and the rest of the code for all further calculations was written, by the author, in R.

For probability of false alarms $\alpha=0.0027$, upper control limit $U C L$ of R control chart for both theoretical distribution of sample range and its Pearson distribution can be calculated from

$$
\begin{equation*}
\alpha=P\left\{R \geq U C L \mid \sigma=\sigma_{0}\right\}=1-F(U C L) \tag{1}
\end{equation*}
$$

where $R$ is the sample range and $F$ its cumulative distribution function (theoretical distribution function or corresponding Pearson distribution function). Then, upper control limit of R chart is found using Brent's root-finding method [4].

Calculated upper control limits, for sample sizes from 3 to 10 , probability of false alarms $\alpha=0.0027$, theoretical distribution of sample range and corresponding Pearson distribution, are given in Table 1.

When we compare the values of upper control limits calculated from theoretical distribution and corresponding Pearson distribution from Table 1, the approximation error ranges from 0.00049 (Weibull distribution) to 0.02636 (standard exponential distribution).

Now, we are interested to see what is the power of R control charts for detecting shifts $\nu=\frac{\sigma_{1}}{\sigma_{0}}$ from 2 to 6 , for previously calculated upper control

Table 1. Upper control limits of R control chart

| Sample size | Upper control limit |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Exponential E(1) |  |  |  |  |  |  | Gamma |  | $G(2,1)$ | Weibull $W(2,1)$ |  |
|  | Theor. | Pearson | Theor. | Pearson | Theor. | Pearson |  |  |  |  |  |  |
| $n=3$ | 6.60698 | 6.59422 | 8.33514 | 8.32675 | 2.21175 | 2.20727 |  |  |  |  |  |  |
| $n=4$ | 7.01222 | 6.99396 | 8.84503 | 8.82992 | 2.32690 | 2.32335 |  |  |  |  |  |  |
| $n=5$ | 7.29978 | 7.27856 | 9.20631 | 9.18797 | 2.40740 | 2.40482 |  |  |  |  |  |  |
| $n=6$ | 7.52285 | 7.49981 | 9.48556 | 9.46531 | 2.46880 | 2.46697 |  |  |  |  |  |  |
| $n=7$ | 7.70514 | 7.68085 | 9.71276 | 9.69125 | 2.51818 | 2.51687 |  |  |  |  |  |  |
| $n=8$ | 7.85926 | 7.83408 | 9.90403 | 9.88162 | 2.55930 | 2.55836 |  |  |  |  |  |  |
| $n=9$ | 7.99273 | 7.96692 | 10.06904 | 10.04595 | 2.59443 | 2.59375 |  |  |  |  |  |  |
| $n=10$ | 8.11053 | 8.08416 | 10.21402 | 10.19040 | 2.62501 | 2.62452 |  |  |  |  |  |  |

limits. Power of R control chart for detecting shifts from standard deviation $\sigma_{0}$ to $\sigma_{1}=\nu \sigma_{0}$ can be calculated from

$$
1-\beta=P\left\{R \geq U C L \mid \sigma=\sigma_{1}\right\}=1-F\left(\frac{U C L}{\nu}\right)
$$

Mainly, we want to investigate what is the minimum shift that R control chart can detect with a power of at least $90 \%$.

Calculated power of R control chart, for sample sizes from 3 to 10 , shifts from 2 to 6 , theoretical distribution of sample median and corresponding Pearson distribution, are given in Table 2.

From the Table 2, we see that R control charts can not detect shifts of sizes smaller than $\nu=3$ with power of $90 \%$ and greater, for the chosen positively skewed distributions of quality characteristic. Even shift $\nu=3$ is detected with power at least $90 \%$ only in the case of Weibull $W(1)$ distribution, for sample sizes of at least $n=9$. In the case of standard exponential distribution of quality characteristic, shift has to be of size $\nu=6$ and sample sizes $n \geq 9$ for R control chart to detect it with a power of at least $90 \%$. In order to $R$ control chart detect shifts of $\nu=5$ with power of $90 \%$ and greater, for $G(2,1)$ distribution, it is necessary to take samples of sizes at least $n=7$. Also, we can once more notice that Pearson distributions approximate well distribution of sample range. In general, it can be concluded that the R control chart can detect only very large shifts in standard deviation with power of $90 \%$ and greater, for positively skewed distributions of quality characteristic.
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3. Implementation of $\mathbf{R}$ control chart. Now we are interested to see how the R control chart can be implemented in practice, in general case when the distribution function of the quality characteristic is positively skewed but unknown. For fitting appropriate Pearson curve to data, we need estimates of mean, variance, skewness and kurtosis based on a sample of ranges. This procedure belongs to the Phase I of control chart usage, when we take preliminary (reference) samples in order to estimate unknown parameters of the distribution and construct control chart by calculating its center line and control limits.

Thus, we take $N$ reference samples of size $n$ and, for each sample, we calculate sample range. We wish to approximate the distribution of sample range by fitting Pearson's curve to data consisting of $N$ sample ranges $R_{1}, R_{2}, \ldots, R_{N}$. We will use $\bar{R}_{N}=\frac{1}{N} \sum_{i=1}^{N} R_{i}$ and $S^{2}=\frac{1}{N-1} \sum_{i=1}^{N}\left(R_{i}-\bar{R}_{N}\right)^{2}$ as unbiased estimators of mean and variance of sample range. As for estimators of sample skewness and kurtosis, we shall investigate which of the various measures of skewness and kurtosis has minimum mean squared error (MSE), for non-normal samples. MSE is taken as a criterion for making a choice between estimators, as it incorporates both the variance of the estimator and its bias.
3.1. Choosing measures of sample skewness and kurtosis. Joanes and Gill [14] compared three available measures of sample skewness and excess kurtosis for normal and non-normal samples, on the basis of their bias and minimum squared error. Traditional measures of sample skewness and excess kurtosis $g_{1}$ and $g_{2}$ are equal to

$$
g_{1}=\frac{m_{3}}{m_{2}^{3 / 2}}, \quad g_{2}=\frac{m_{4}}{m_{2}^{2}}-3
$$

Sample moments for sample $\left(R_{1}, R_{2}, \ldots, R_{N}\right)$ are given by

$$
m_{k}=\frac{1}{N} \sum_{i=1}^{N}\left(R_{i}-\bar{R}_{N}\right)^{k}
$$

In computing packages SAS, SPSS and EXCEL spreadsheet program, sample skewness and excess kurtosis are defined as

$$
G_{1}=\frac{\sqrt{N(N-1)}}{N-2} g_{1}, \quad G_{2}=\frac{N-1}{(N-2)(N-3)}\left((N+1) g_{2}+6\right) .
$$

In MINITAB and BDMP, sample skewness and excess kurtosis are defined as

$$
b_{1}=\frac{m_{3}}{s^{3}}, \quad b_{2}=\frac{m_{4}}{s^{4}}-3
$$

Concerning the variance of these three measures of sample skewness and excess kurtosis, Joanes and Gill showed that the variances of $G_{1}$ and $G_{2}$ are greatest whereas $b_{1}$ and $b_{2}$ have the smallest variances, irrespective of the distribution being sampled. For non-normal samples, they generated samples of sizes $10,20,50$ and 100 from $\chi_{m}^{2}$-distributions with $m=1,10$ and 50 degrees of freedom (coefficients of skewness equal to $2.828,0.894$ and 0.4 , respectively) and calculated bias and mean-squared error of these three measures. Their results showed that all the measures show negative bias with $G_{1}$ and $G_{2}$ less biased than $g_{1}$ and $g_{2}$, and $b_{1}$ and $b_{2}$ more biased than $g_{1}$ and $g_{2}$, respectively. The measures $G_{1}$ and $G_{2}$ have the smallest mean-squared error, and $b_{1}$ and $b_{2}$ have the largest, for the asymmetric $\chi_{1}^{2}$-distribution (exception is the case of $n=100$ where $\left.m s e\left(g_{2}\right)<m s e\left(b_{2}\right)<m s e\left(G_{2}\right)\right)$. As for $\chi_{10}^{2}$ and $\chi_{50}^{2}$ distributions, measure of skewness $b_{1}$ has the smallest and $G_{1}$ largest mean-squared error. Further for $m=10$ and $m=50, G_{2}$ generally has the largest mean-squared error whatever the value of $n$. For small $n, g_{2}$ has the smallest mean-squared error whereas $b_{2}$ achieves the smallest mean-squared error for $n$ sufficiently large, e.g. $n=100$ for $\chi_{50}^{2}$.

In order to investigate further the bias and mean squared error of measures of sample skewness and kurtosis, we will take, by Monte Carlo simulations, 100000 samples of sizes $N=25,50,100$ from distributions of sample range of standard exponential, Gamma $G(2,1)$ and Weibull $W(2,1)$ distributions. Average estimates of bias and mean-squared error of these three measures are presented in Table 3. Note that because we are dealing with kurtosis throughout the paper, we added 3 to all the measures of excess kurtosis and denoted them with $g_{2}^{*}, G_{2}^{*}, b_{2}^{*}$, respectively. Also, we selected only sample sizes of 3,5 and 10 from considered distributions of quality characteristic, to represent changes in values of skewness and kurtosis of distribution of sample range.

As it can be seen in Table 3, bias of these three measures of sample skewness and kurtosis is consistently negative. For $G(2,1)$ and $W(1)$ distributions of quality characteristic, the bias of measures of sample skewness and kurtosis follows the relationship observed by Joanes and Gill.

In the case of standard exponential distribution, distribution of sample range is much more skewed (but not so highly skewed as $\chi_{1}^{2}$ distribution). Measures $g_{1}$ and $g_{2}^{*}$ are most biased of the measures of sample skewness and kurtosis, respectively. For some sample sizes and number of subgroups, $G_{1}$ and $G_{2}^{*}$ are least biased, and for other values of $n$ and $N, b_{1}$ and $b_{2}^{*}$ are least biased.

Measure $g_{1}$ of sample skewness for range of standard exponential distribution has smallest mean-squared error, in most of the cases. As for ranges of
Table 3. Bias and mean squared error for skewness and kurtosis measures

| Distribution | Skewness | Bias |  |  | Mean squared error |  |  | $\begin{array}{c\|} \hline \text { Kurto- } \\ \text { sis } \\ \hline \end{array}$ | Bias |  |  | Mean squared error |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $g_{1}$ | $G_{1}$ | $b_{1}$ | $g_{1}$ | $G_{1}$ | $b_{1}$ |  | $g_{2}^{*}$ | $G_{2}^{*}$ | $b_{2}^{*}$ | $g_{2}^{*}$ | $G_{2}^{*}$ | $b_{2}^{*}$ |
| Exponential $E(1)$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $n=3 \quad N=25$ | 1.610 | -0.470 | -0.396 | -0.396 | 0.577 | 0.559 | 0.556 | 7.080 | -2.866 | -2.296 | -2.298 | 13.263 | 12.985 | 12.864 |
| $n=3 \quad N=50$ |  | -0.283 | -0.243 | -0.240 | 0.383 | 0.384 | 0.385 |  | -1.950 | -1.593 | -1.575 | 11.397 | 11.954 | 11.969 |
| $n=3 \quad N=100$ |  | -0.162 | -0.138 | -0.141 | 0.258 | 0.260 | 0.260 |  | -1.217 | -0.993 | -1.010 | 10.249 | 10.859 | 10.748 |
| $n=5 \quad N=25$ | 1.387 | -0.406 | -0.347 | -0.344 | 0.503 | 0.498 | 0.502 | 6.194 | -2.287 | -1.810 | -1.794 | 9.320 | 9.331 | 9.413 |
| $n=5 \quad N=50$ |  | -0.244 | -0.207 | -0.207 | 0.338 | 0.342 | 0.338 |  | -1.539 | -1.222 | -1.227 | 8.379 | 8.952 | 8.755 |
| $n=5 \quad N=100$ |  | -0.139 | -0.118 | -0.118 | 0.225 | 0.224 | 0.226 |  | -0.953 | -0.770 | -0.764 | 7.556 | 7.843 | 7.959 |
| $n=10 \quad N=25$ | 1.252 | -0.373 | -0.317 | -0.314 | 0.470 | 0.474 | 0.475 | 5.738 | -1.993 | -1.545 | -1.532 | 7.535 | 7.750 | 7.746 |
| $n=10 \quad N=50$ |  | -0.217 | -0.187 | -0.190 | 0.312 | 0.317 | 0.317 |  | -1.313 | -1.036 | -1.045 | 6.819 | 7.298 | 7.334 |
| $n=10 \quad N=100$ |  | -0.127 | -0.107 | -0.108 | 0.204 | 0.208 | 0.210 |  | -0.826 | -0.645 | -0.651 | 6.090 | 6.582 | 6.627 |
| Gamma $G(2,1)$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $n=3 \quad N=25$ | 1.285 | -0.349 | -0.291 | -0.403 | 0.426 | 0.43 | 0.430 | 5.576 | -1.837 | -1.391 | -2.130 | 6.839 | 7.229 | 7.474 |
| $n=3 \quad N=50$ |  | -0.205 | -0.173 | -0.236 | 0.282 | 0.281 | 0.281 |  | -1.202 | -0.931 | -1.371 | 6.201 | 6.569 | 6.250 |
| $n=3 \quad N=100$ |  | -0.114 | -0.095 | -0.132 | 0.179 | 0.181 | 0.179 |  | -0.730 | -0.562 | -0.821 | 5.296 | 5.700 | 5.313 |
| $n=5 \quad N=25$ | 1.121 | -0.314 | -0.262 | -0.362 | 0.402 | 0.406 | 0.397 | 5.131 | -1.556 | -1.154 | -1.844 | 5.388 | 5.732 | 5.908 |
| $n=5 \quad N=50$ |  | -0.184 | -0.153 | -0.212 | 0.260 | 0.269 | 0.260 |  | -1.025 | -0.756 | -1.183 | 4.853 | 5.447 | 4.968 |
| $n=5 \quad N=100$ |  | -0.103 | -0.084 | -0.117 | 0.167 | 0.169 | 0.164 |  | -0.610 | -0.455 | -0.700 | 4.277 | 4.569 | 4.226 |
| $n=10 \quad N=25$ | 1.054 | -0.301 | -0.253 | -0.349 | 0.391 | 0.405 | 0.390 | 4.997 | -1.483 | -1.078 | -1.763 | 4.916 | 5.272 | 5.446 |
| $n=10 \quad N=50$ |  | -0.175 | -0.149 | -0.203 | 0.263 | 0.264 | 0.255 |  | -0.949 | -0.718 | -1.122 | 4.637 | 4.959 | 4.578 |
| $n=10 \quad N=100$ |  | -0.099 | -0.082 | -0.114 | 0.164 | 0.167 | 0.161 |  | -0.584 | -0.431 | -0.675 | 3.910 | 4.224 | 3.859 |
| Weibull $W$ (1) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $n=3 \quad N=25$ | 0.703 | -0.147 | -0.109 | -0.180 | 0.212 | 0.224 | 0.200 | 3.440 | -0.504 | -0.233 | -0.730 | 1.450 | 1.841 | 1.553 |
| $n=3 \quad N=50$ |  | -0.077 | -0.060 | -0.097 | 0.120 | 0.124 | 0.118 |  | -0.284 | -0.144 | -0.410 | 1.133 | 1.305 | 1.154 |
| $n=3 \quad N=100$ |  | -0.042 | -0.031 | -0.050 | 0.067 | 0.068 | 0.066 |  | -0.157 | -0.078 | -0.218 | 0.781 | 0.846 | 0.783 |
| $n=5 \quad N=25$ | 0.531 | -0.119 | -0.096 | -0.146 | 0.213 | 0.235 | 0.197 | 3.331 | -0.428 | -0.172 | -0.657 | 1.166 | 1.503 | 1.262 |
| $n=5 \quad N=50$ |  | -0.064 | -0.050 | -0.080 | 0.125 | 0.129 | 0.119 |  | -0.237 | -0.098 | -0.362 | 0.933 | 1.077 | 0.940 |
| $n=5 \quad N=100$ |  | -0.033 | -0.027 | -0.041 | 0.068 | 0.069 | 0.066 |  | -0.127 | -0.057 | -0.193 | 0.626 | 0.671 | 0.615 |
| $n=10 \quad N=25$ | 0.494 | -0.121 | -0.095 | -0.143 | 0.230 | 0.255 | 0.212 | 3.420 | -0.468 | -0.189 | -0.700 | 1.225 | 1.587 | 1.345 |
| $n=10 \quad N=50$ |  | -0.066 | -0.05 | -0.080 | 0.135 | 0.143 | 0.130 |  | -0.270 | -0.115 | -0.391 | 0.966 | 1.134 | 0.976 |
| $n=10 \quad N=100$ |  | -0.035 | -0.029 | -0.042 | 0.076 | 0.077 | 0.074 |  | -0.143 | -0.071 | -0.207 | 0.689 | 0.709 | 0.682 |

Gamma and Weibull distributions, $b_{1}$ has smallest squared-error (except for the case $n=3, N=25$ for $G(2,1)$ distribution when $g_{1}$ has smallest mean-squared error).

As for the measures of sample kurtosis, $G_{2}^{*}$ has the largest mean-squared error whatever the value of $n$ and $N$. In most of the cases, $g_{2}^{*}$ has the smallest mean squared error.

Summing up Joanes and Gill's and our results we can give following recommendations concerning the choice of appropriate measures of sample skewness and kurtosis for positively skewed distributions: measures $G_{1}$ and $G_{2}^{*}$ are appropriate for highly skewed distributions. In other cases, choice between $b_{1}, b_{2}^{*}$ and $g_{1}, g_{2}^{*}$ is not so clear, but our preferences go to $g_{1}, g_{2}^{*}$, as $g_{2}^{*}$ has the smallest MSE in most of the cases and when MSE of $b_{1}$ is smaller than that of $g_{1}$, there is only a slight difference between their mean squared errors.
3.2. Example. Dou and Sa (2002) gave a data set on the viscosity of a certain chemical. When process was thought to be in control, 25 preliminary samples, each of size 10, were collected. By inspection of the histogram of the data (left graph on Figure 1), we can see that distribution of viscosity of a chemical is positively skewed. Non-normality of the data distribution is also confirmed by Shapiro-Wilk, Anderson-Darling and Cramer von Mises normality tests.

Average range of 25 reference samples is 6.9464 , which represents the center line of R control chart. We calculated ranges of preliminary samples. All measures of sample skewness and excess kurtosis considered previously, can be found in R package $e 1071$ (functions skewness and kurtosis). As the distribution of sample range is not highly skewed, we will use measures $g_{1}$ and $g_{2}^{*}$. We get $g_{1}=$ $0.3439, g_{2}^{*}=2.0640$. After calculations of coefficients $c_{0}, c_{1}$ and $c_{2}$ using formulas (4) and roots of quadratic equation (7), choice falls on Pearson I distribution for the approximation of a distribution of sample range. Parameters of corresponding Pearson distribution are calculated using formulas (9), given in the Appendix. On Figure 1, right graph, we constructed empirical cumulative distribution function along with fitted Pearson's curve. Now we may calculate upper control limit of R control chart using equation (1), for probability of false alarms $\alpha=0.0027$. We get $k=12.50673$. None of the ranges of reference samples are greater than the upper control limit, so we can conclude, in this stage, that process is in control and keep the calculated control limit. Dou and Sa collected 15 additional (test) samples from the same process. Ranges of these samples are represented on a graph in Figure 2. Vertical line at sample number 25 separates $R$ control chart for reference and test samples. As we can see, the range of the 36 test sample falls out of the upper control limit, which requires the search for a possible assignable


Fig. 1. Histogram of the viscosity data (left graph) and empirical cumulative distribution function of sample ranges with fitted Pearson I distribution(right graph)


Fig. 2. R control chart for the viscosity data
cause to be initiated.
4. Conclusions. We considered design of the R control chart for positively skewed distributions. For chosen exponential, gamma and Weibull distributions of quality characteristic, we derived the theoretical distribution of sample range and approximated it with corresponding Pearson distribution. Then we calculated upper control limit of the R control chart, which gave evidence of the
goodness of fit of the appropriate Pearson distribution to the theoretical distribution of sample range. Further, we examined the power of proposed chart in detecting shifts in process standard deviation. Results suggest that shifts have to be large for the R control chart to detect them with power of at least $90 \%$. Finally, we considered implementation of proposed R chart in the general case, when distribution of quality characteristic is positively skewed but unknown. First, we made comparisons between measures of sample skewness and kurtosis necessary for fitting Pearson curve to data of sample ranges, based on the criterion of minimum mean squared error of an estimator. From Joanes and Gill's results, we concluded that measures $G_{1}$ and $G_{2}^{*}$ are appropriate for highly skewed distributions. In other cases, choice between $b_{1}, b_{2}^{*}$ and $g_{1}, g_{2}^{*}$ is not so clear, but we preferred $g_{1}, g_{2}^{*}$, as $g_{2}^{*}$ has the smallest MSE and MSE of $b_{1}$ is generally only slightly smaller than that of $g_{1}$. Finally, we constructed R control chart for a given data set.

Throughout the paper, we considered only Pearson type I and VI distributions for construction of R control chart. In many occasions, other Pearson distributions could be used for approximation of the distribution of sample range and this will be the subject of future research.

## Appendix.

Distribution of quality characteristic. Distributions are given by their density function $f$.

Exponential distribution $E_{2}(\lambda, c)$

$$
f(x)=\frac{1}{\lambda} e^{-\frac{x-c}{\lambda}}, x \geq c
$$

where $\lambda(\lambda>0)$ is a scale parameter, $c(c \in \mathbb{R})$ is a location parameter.
Gamma distribution $G_{3}(a, b, c)$

$$
f(x)=\frac{1}{b \Gamma(a)}\left(\frac{x-c}{b}\right)^{a-1} e^{-\frac{x-c}{b}}, x \geq c
$$

where $a(a>0)$ is shape parameter, $b(b>0)$ scale parameter and $c(c \in \mathbb{R})$ location parameter.

Weibull distribution $W_{3}(a, b, c)$

$$
f(x)=\frac{a}{b}\left(\frac{x-c}{b}\right)^{a-1} e^{-\left(\frac{x-c}{b}\right)^{a}}, x \geq c
$$

where $a(a>0)$ is shape parameter, $b(b>0)$ scale parameter and $c(c \in \mathbb{R})$ location parameter.

Theoretical distribution of sample range. Let $X_{1}, X_{2}, \ldots, X_{n}$ denote a random sample and $X_{(k)}, 1 \leq k \leq n, k$-th order statistics. Sample range is defined as $R=X_{\max }-X_{\min }$, difference between the largest and smallest sample values.

Cumulative distribution function of sample range is equal to [11].

$$
\begin{equation*}
F_{R}(r)=n \int_{0}^{+\infty} f_{X}(x)(F(x+r)-F(x))^{n-1} \mathrm{~d} x, r>0 \tag{2}
\end{equation*}
$$

Pearson system of distributions. Pearson designed a system of distributions where probability density function $y=f(x)$ of each member satisfies a differential equation [15].

$$
\begin{equation*}
\frac{1}{y} \frac{d y}{d x}=-\frac{a+x}{c_{0}+c_{1} x+c_{2} x^{2}} \tag{3}
\end{equation*}
$$

The shape of the distribution depends on the values of the parameters $a$, $c_{0}, c_{1}$, and $c_{2}$. The formulas for these coefficients are

$$
\begin{align*}
c_{0} & =\frac{4 \beta_{2}-3 \beta_{1}}{10 \beta_{2}-12 \beta_{1}-18} \sigma^{2}  \tag{4}\\
a & =c_{1}=\frac{\sqrt{\beta_{1}}\left(\beta_{2}+3\right)}{10 \beta_{2}-12 \beta_{1}-18} \sigma  \tag{5}\\
c_{2} & =\frac{2 \beta_{2}-3 \beta_{1}-6}{10 \beta_{2}-12 \beta_{1}-18} \tag{6}
\end{align*}
$$

where $\beta_{1}=\alpha_{3}^{2}, \beta_{2}=\alpha_{4}$. Pearson classified the different shapes into a number of types. The form of solution of (3) depends on the nature of the roots of the equation

$$
\begin{equation*}
c_{0}+c_{1} x+c_{2} x^{2}=0 \tag{7}
\end{equation*}
$$

Pearson type I distribution. Pearson type I distribution corresponds to the case when both roots $a_{1}$ and $a_{2}$ of quadratic equation (7) are real and of opposite sign. We will denote $a_{1}<0<a_{2}$.

Then, random variable $T=\frac{X-\mu-a_{1}}{a_{2}-a_{1}}$ has Beta distribution $B(\alpha, \beta)$. Probability density function of random variable $X$ is then equal to

$$
\begin{equation*}
f_{X}(x)=\frac{\Gamma(\alpha+\beta)}{\Gamma(\alpha) \Gamma(\beta)} \frac{1}{s}\left(\frac{x-\lambda}{s}\right)^{\alpha-1} \cdot\left(1-\frac{x-\lambda}{s}\right)^{\beta-1}, 0<\frac{x-\lambda}{s}<1 \tag{8}
\end{equation*}
$$

where

$$
\begin{align*}
\lambda & =\mu+a_{1}, \quad s=a_{2}-a_{1}  \tag{9}\\
\alpha & =\frac{a+a_{1}}{c_{2}\left(a_{2}-a_{1}\right)}+1, \quad \beta=-\frac{a+a_{2}}{c_{2}\left(a_{2}-a_{1}\right)}+1
\end{align*}
$$

Pearson type VI distribution. Pearson type VI distribution corresponds to the case when the roots $a_{1}$ and $a_{2}$ of quadratic equation (7) are real and of the same sign. We will consider the case when $a_{1}<a_{2}<0$.

Then, random variable $T=\frac{X-\mu-a_{2}}{a_{2}-a_{1}}$ has Beta prime distribution $B^{\prime}(\alpha, \beta)$. Probability density function of random variable $X$ is then equal to

$$
\begin{equation*}
f_{X}(x)=\frac{\Gamma(\alpha+\beta)}{\Gamma(\alpha) \Gamma(\beta)} \frac{1}{s}\left(\frac{x-\lambda}{s}\right)^{\alpha-1} \cdot\left(1+\frac{x-\lambda}{s}\right)^{-\alpha-\beta}, \frac{x-\lambda}{s}>0 \tag{10}
\end{equation*}
$$

where

$$
\begin{align*}
\lambda & =\mu+a_{2}, \quad s=a_{2}-a_{1}  \tag{11}\\
\alpha & =-\frac{a+a_{2}}{c_{2}\left(a_{2}-a_{1}\right)}+1, \quad \beta=\frac{1}{c_{2}}-1 .
\end{align*}
$$
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