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Abstract. In this paper, R control chart for positively skewed distribu-
tions is designed. For chosen exponential, gamma and Weibull distributions
of quality characteristic, we calculated theoretical distribution of sample
range and fitted corresponding Pearson distribution. Upper control limits
and power of the R control chart were established, giving evidence of the
goodness of fit of Pearson distributions to the theoretical distribution of
sample range. For implementation of R control chart in practice, measures
of sample skewness and kurtosis were compared and numerical example of
construction of a proposed chart was given.

Introduction. Mean range is often employed as an estimate of disper-
sion in place either of the standard deviation (root mean square) or the mean
deviation, when dealing with samples containing only a small number of obser-
vations. Tippett [24] has calculated the mean, the standard deviation and the
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moment quotients for the range of the normal distribution up to n = 1000. The
probability integral of the range was first tabulated by Pearson and Hartley [22],
for n up to 20, to four decimal places. Harter [12] computed percentage points
of relative (standardized) range to 6 decimal places for normal samples of size
n = 2(1)20(2)40(10)100, as well as the moments to 8 or more significant figures
for normal samples up to n = 100.

In statistical quality control, R control chart is often used to monitor
process variability when sample size n ≤ 10 [19]. The upper control limit UCL,
center line CL and lower control limit LCL of the R control chart are, respectively,
equal to

UCL = R+ 3d3
R

d2
,

CL = R,

LCL = R− 3d3
R

d2
,

where R is the mean range, d2 and d3 are, respectively, the expected value and
standard deviation of the relative range. Tables of d2 and d3 versus n are repro-
duced in textbooks on statistical quality control, to facilitate the construction of
R control chart. Calculation of table values is based on the assumption that qual-
ity characteristic is normal or approximately normal. Mahoney [18] investigated
the effects of the coefficient d2 on the R chart. The d2 values for the uniform,
triangular, exponential and Erlang distributions were derived and compared with
those for the normal distribution. The same procedure was done for the coeffi-
cient d3 in the paper by Kao and Ho [17]. In both studies, they demonstrated
that the use of d2 and d3 values computed based on an normality assumption
seriously affects the performance of range charts. Several other researchers also
dealt with the problem of non-normality in control charting procedure. Ferrel
[10] proposed the geometric mid-range and geometric range charts for a lognor-
mal distribution instead of the Shewhart X bar and R charts. Nelson [20] derived
control limits of median, range, scale and location charts for the Weibull distri-
bution. Some researchers proposed heuristic methods for setting the limits of
control charts: weighted variance (WV) method [7, 3] weighted standard devia-
tion (WSD) method [6], skewness correction (SC) method [5], adjusted weighted
variance (AWSD) method [25].

Occurrence of non-normal data in industry is quite common [1, 13]. Vio-
lation of normality assumption results in incorrect control limits of control charts
[2]. Misplaced control limits lead to inappropriate charts that will either fail to
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detect real changes in the process or which will generate spurious warnings when
the process has not changed.

Positively skewed distributions are frequently used for fitting manufactur-
ing process data. In construction of R control chart, we considered exponential,
gamma and Weibull distributions of quality characteristic. The field of applica-
tions of these distributions is vast and encompasses nearly all scientific disciplines
(engineering, hydrology, economics, medicine, etc., see for instance [21, 23]). We
derived the theoretical distribution of sample range and approximated it with
corresponding Pearson distribution. A Pearson system of distributions is known
to provide approximations to a wide variety of observed distributions [15].

It is presumed that a process begins in in-control state with standard
deviation σ0 and that single assignable cause results in a change of process stan-
dard deviation σ0 to σ1 = νσ0, where ν > 1. It is assumed that the process
mean remains stable. Center line of the R control chart is set at σ0 and an upper
control limit (lower control limit is zero) is calculated for specified probability of
false alarms. Samples of size n are taken from the process and the sample range
is plotted on the R control chart. If a sample range exceeds upper control limit,
it is assumed that some change in the process standard deviation has occurred
and a search for the assignable cause is initiated.

The rest of the paper is organized as follows. Construction of the pro-
posed R control chart and its power are examined in Section 2, along with the
comparisons of theoretical distribution of sample range with the corresponding
Pearson distribution. In Section 3, implementation of proposed R control chart is
considered, first by choosing appropriate measures of sample skewness and kur-
tosis necessary for fitting Pearson distribution to data of sample ranges, followed
by numerical illustration, using a data set given by Dou and Sa [8]. Finally,
conclusions are drawn in Section 4. Chosen distributions of quality character-
istic, distribution of sample range and the Pearson system of distributions are
described in Appendix.

2. R control chart. We will consider three positively skewed distri-
butions of quality characteristic X: standard exponential, Gamma Γ(2, 1) and
Weibull W (2, 1) distributions [9, 15, 16]. Parameters of these distributions were
chosen to provide various degrees of skewness and kurtosis of parent distribution
and, also for the ease of computation of theoretical distribution of sample range.

Coefficients of skewness and kurtosis are defined as α3 =
E (X − E(X))3

σ
3

2

and α4 =
E (X −E(X))4

σ4
, respectively. We have following values of α3 and α4
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for chosen distributions.

1. Exponential distribution: α3 = 2, α4 = 9,

2. Gamma Γ(2, 1) distribution:α3 =
√
2, α4 = 6

3. Weibull W (2, 1) distribution: α3 =
2
√
π(π − 3)

(4− π)1.5
≈ 0.631, α4 =

32− 3π2

(4− π)2
≈

3.245

We will now calculate the theoretical distribution of a sample range of
considered positively skewed distributions, for sample sizes n from 3 to 10, using
expression (2). After that, we will calculate first four moments of the distribution
of sample range, which are necessary for calculation of parameters of the corre-
sponding Pearson distribution. In the case of standard exponential and Gamma
G(2, 1) distributions, distribution of sample range is approximated with Pearson
type VI distribution. For the distribution of a sample range of Weibull W (1),
Pearson type I distribution is used for approximation for sample sizes from 3 to
7 and Pearson type VI distribution for sample sizes from 8 to 10. Parameters
of corresponding Pearson type I and type VI distributions are calculated using
formulas (4),(9) and (11), given in the Appendix. For fitting Pearson distribu-
tions, we used functions in R package PearsonDS and the rest of the code for all
further calculations was written, by the author, in R.

For probability of false alarms α = 0.0027, upper control limit UCL of
R control chart for both theoretical distribution of sample range and its Pearson
distribution can be calculated from

(1) α = P{R ≥ UCL|σ = σ0} = 1− F (UCL),

where R is the sample range and F its cumulative distribution function (theoret-
ical distribution function or corresponding Pearson distribution function). Then,
upper control limit of R chart is found using Brent’s root-finding method [4].

Calculated upper control limits, for sample sizes from 3 to 10, proba-
bility of false alarms α = 0.0027, theoretical distribution of sample range and
corresponding Pearson distribution, are given in Table 1.

When we compare the values of upper control limits calculated from the-
oretical distribution and corresponding Pearson distribution from Table 1, the
approximation error ranges from 0.00049 (Weibull distribution) to 0.02636 (stan-
dard exponential distribution).

Now, we are interested to see what is the power of R control charts for

detecting shifts ν =
σ1

σ0
from 2 to 6, for previously calculated upper control
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Table 1. Upper control limits of R control chart

Sample size

Upper control limit

Exponential E(1) Gamma G(2, 1) Weibull W (2, 1)

Theor. Pearson Theor. Pearson Theor. Pearson

n = 3 6.60698 6.59422 8.33514 8.32675 2.21175 2.20727

n = 4 7.01222 6.99396 8.84503 8.82992 2.32690 2.32335

n = 5 7.29978 7.27856 9.20631 9.18797 2.40740 2.40482

n = 6 7.52285 7.49981 9.48556 9.46531 2.46880 2.46697

n = 7 7.70514 7.68085 9.71276 9.69125 2.51818 2.51687

n = 8 7.85926 7.83408 9.90403 9.88162 2.55930 2.55836

n = 9 7.99273 7.96692 10.06904 10.04595 2.59443 2.59375

n = 10 8.11053 8.08416 10.21402 10.19040 2.62501 2.62452

limits. Power of R control chart for detecting shifts from standard deviation σ0
to σ1 = νσ0 can be calculated from

1− β = P{R ≥ UCL|σ = σ1} = 1− F

(

UCL

ν

)

.

Mainly, we want to investigate what is the minimum shift that R control chart
can detect with a power of at least 90%.

Calculated power of R control chart, for sample sizes from 3 to 10, shifts
from 2 to 6, theoretical distribution of sample median and corresponding Pearson
distribution, are given in Table 2.

From the Table 2, we see that R control charts can not detect shifts of
sizes smaller than ν = 3 with power of 90% and greater, for the chosen positively
skewed distributions of quality characteristic. Even shift ν = 3 is detected with
power at least 90% only in the case of Weibull W (1) distribution, for sample
sizes of at least n = 9. In the case of standard exponential distribution of quality
characteristic, shift has to be of size ν = 6 and sample sizes n ≥ 9 for R control
chart to detect it with a power of at least 90%. In order to R control chart
detect shifts of ν = 5 with power of 90% and greater, for G(2, 1) distribution,
it is necessary to take samples of sizes at least n = 7. Also, we can once more
notice that Pearson distributions approximate well distribution of sample range.
In general, it can be concluded that the R control chart can detect only very
large shifts in standard deviation with power of 90% and greater, for positively
skewed distributions of quality characteristic.
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3. Implementation of R control chart. Now we are interested
to see how the R control chart can be implemented in practice, in general case
when the distribution function of the quality characteristic is positively skewed
but unknown. For fitting appropriate Pearson curve to data, we need estimates
of mean, variance, skewness and kurtosis based on a sample of ranges. This
procedure belongs to the Phase I of control chart usage, when we take preliminary
(reference) samples in order to estimate unknown parameters of the distribution
and construct control chart by calculating its center line and control limits.

Thus, we take N reference samples of size n and, for each sample, we
calculate sample range. We wish to approximate the distribution of sample range
by fitting Pearson’s curve to data consisting of N sample ranges R1, R2, . . . , RN .

We will use R̄N =
1

N

N
∑

i=1

Ri and S2 =
1

N − 1

N
∑

i=1

(Ri − R̄N )2 as unbiased

estimators of mean and variance of sample range. As for estimators of sample
skewness and kurtosis, we shall investigate which of the various measures of
skewness and kurtosis has minimum mean squared error (MSE), for non-normal
samples. MSE is taken as a criterion for making a choice between estimators, as
it incorporates both the variance of the estimator and its bias.

3.1. Choosing measures of sample skewness and kurtosis. Joanes
and Gill [14] compared three available measures of sample skewness and excess
kurtosis for normal and non-normal samples, on the basis of their bias and mini-
mum squared error. Traditional measures of sample skewness and excess kurtosis
g1 and g2 are equal to

g1 =
m3

m
3/2
2

, g2 =
m4

m2
2

− 3.

Sample moments for sample (R1, R2, . . . , RN ) are given by

mk =
1

N

N
∑

i=1

(Ri − R̄N )k.

In computing packages SAS, SPSS and EXCEL spreadsheet program, sample
skewness and excess kurtosis are defined as

G1 =

√

N(N − 1)

N − 2
g1, G2 =

N − 1

(N − 2)(N − 3)
((N + 1)g2 + 6) .

In MINITAB and BDMP, sample skewness and excess kurtosis are defined
as

b1 =
m3

s3
, b2 =

m4

s4
− 3.
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Concerning the variance of these three measures of sample skewness and
excess kurtosis, Joanes and Gill showed that the variances of G1 and G2 are
greatest whereas b1 and b2 have the smallest variances, irrespective of the dis-
tribution being sampled. For non-normal samples, they generated samples of
sizes 10, 20, 50 and 100 from χ2

m-distributions with m = 1, 10 and 50 degrees
of freedom (coefficients of skewness equal to 2.828, 0.894 and 0.4, respectively)
and calculated bias and mean-squared error of these three measures. Their re-
sults showed that all the measures show negative bias with G1 and G2 less biased
than g1 and g2, and b1 and b2 more biased than g1 and g2, respectively. The
measures G1 and G2 have the smallest mean-squared error, and b1 and b2 have
the largest, for the asymmetric χ2

1-distribution (exception is the case of n = 100
wheremse(g2) < mse(b2) < mse(G2)). As for χ

2
10 and χ2

50 distributions, measure
of skewness b1 has the smallest and G1 largest mean-squared error. Further for
m = 10 and m = 50, G2 generally has the largest mean-squared error whatever
the value of n. For small n, g2 has the smallest mean-squared error whereas b2
achieves the smallest mean-squared error for n sufficiently large, e.g. n = 100
for χ2

50.

In order to investigate further the bias and mean squared error of mea-
sures of sample skewness and kurtosis, we will take, by Monte Carlo simulations,
100000 samples of sizes N = 25, 50, 100 from distributions of sample range of
standard exponential, Gamma G(2, 1) and Weibull W (2, 1) distributions. Aver-
age estimates of bias and mean-squared error of these three measures are pre-
sented in Table 3. Note that because we are dealing with kurtosis throughout the
paper, we added 3 to all the measures of excess kurtosis and denoted them with
g∗2 , G

∗

2, b
∗

2, respectively. Also, we selected only sample sizes of 3, 5 and 10 from
considered distributions of quality characteristic, to represent changes in values
of skewness and kurtosis of distribution of sample range.

As it can be seen in Table 3, bias of these three measures of sample
skewness and kurtosis is consistently negative. For G(2, 1) andW (1) distributions
of quality characteristic, the bias of measures of sample skewness and kurtosis
follows the relationship observed by Joanes and Gill.

In the case of standard exponential distribution, distribution of sample
range is much more skewed (but not so highly skewed as χ2

1 distribution). Mea-
sures g1 and g∗2 are most biased of the measures of sample skewness and kurtosis,
respectively. For some sample sizes and number of subgroups, G1 and G∗

2 are
least biased, and for other values of n and N , b1 and b∗2 are least biased.

Measure g1 of sample skewness for range of standard exponential distri-
bution has smallest mean-squared error, in most of the cases. As for ranges of
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Gamma and Weibull distributions, b1 has smallest squared-error (except for the
case n = 3, N = 25 for G(2, 1) distribution when g1 has smallest mean-squared
error).

As for the measures of sample kurtosis, G∗

2 has the largest mean-squared
error whatever the value of n and N . In most of the cases, g∗2 has the smallest
mean squared error.

Summing up Joanes and Gill’s and our results we can give following rec-
ommendations concerning the choice of appropriate measures of sample skewness
and kurtosis for positively skewed distributions: measures G1 and G∗

2 are appro-
priate for highly skewed distributions. In other cases, choice between b1, b

∗

2 and
g1, g

∗

2 is not so clear, but our preferences go to g1, g
∗

2 , as g
∗

2 has the smallest MSE
in most of the cases and when MSE of b1 is smaller than that of g1, there is only
a slight difference between their mean squared errors.

3.2. Example. Dou and Sa (2002) gave a data set on the viscosity of
a certain chemical. When process was thought to be in control, 25 preliminary
samples, each of size 10, were collected. By inspection of the histogram of the data
(left graph on Figure 1), we can see that distribution of viscosity of a chemical
is positively skewed. Non-normality of the data distribution is also confirmed by
Shapiro-Wilk, Anderson-Darling and Cramer von Mises normality tests.

Average range of 25 reference samples is 6.9464, which represents the
center line of R control chart. We calculated ranges of preliminary samples. All
measures of sample skewness and excess kurtosis considered previously, can be
found in R package e1071 (functions skewness and kurtosis). As the distribution
of sample range is not highly skewed, we will use measures g1 and g∗2 . We get g1 =
0.3439, g∗2 = 2.0640. After calculations of coefficients c0, c1 and c2 using formulas
(4) and roots of quadratic equation (7), choice falls on Pearson I distribution for
the approximation of a distribution of sample range. Parameters of corresponding
Pearson distribution are calculated using formulas (9), given in the Appendix. On
Figure 1, right graph, we constructed empirical cumulative distribution function
along with fitted Pearson’s curve. Now we may calculate upper control limit of R
control chart using equation (1), for probability of false alarms α = 0.0027. We
get k = 12.50673. None of the ranges of reference samples are greater than the
upper control limit, so we can conclude, in this stage, that process is in control
and keep the calculated control limit. Dou and Sa collected 15 additional (test)
samples from the same process. Ranges of these samples are represented on a
graph in Figure 2. Vertical line at sample number 25 separates R control chart
for reference and test samples. As we can see, the range of the 36 test sample falls
out of the upper control limit, which requires the search for a possible assignable



R control chart for positively skewed distributions 197

Fig. 1. Histogram of the viscosity data (left graph) and empirical cumulative
distribution function of sample ranges with fitted Pearson I distribution(right graph)

Fig. 2. R control chart for the viscosity data

cause to be initiated.

4. Conclusions. We considered design of the R control chart for posi-
tively skewed distributions. For chosen exponential, gamma andWeibull distribu-
tions of quality characteristic, we derived the theoretical distribution of sample
range and approximated it with corresponding Pearson distribution. Then we
calculated upper control limit of the R control chart, which gave evidence of the
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goodness of fit of the appropriate Pearson distribution to the theoretical distri-
bution of sample range. Further, we examined the power of proposed chart in
detecting shifts in process standard deviation. Results suggest that shifts have
to be large for the R control chart to detect them with power of at least 90%.
Finally, we considered implementation of proposed R chart in the general case,
when distribution of quality characteristic is positively skewed but unknown.
First, we made comparisons between measures of sample skewness and kurtosis
necessary for fitting Pearson curve to data of sample ranges, based on the cri-
terion of minimum mean squared error of an estimator. From Joanes and Gill’s
results, we concluded that measures G1 and G∗

2 are appropriate for highly skewed
distributions. In other cases, choice between b1, b

∗

2 and g1, g
∗

2 is not so clear, but
we preferred g1, g

∗

2 , as g
∗

2 has the smallest MSE and MSE of b1 is generally only
slightly smaller than that of g1. Finally, we constructed R control chart for a
given data set.

Throughout the paper, we considered only Pearson type I and VI distri-
butions for construction of R control chart. In many occasions, other Pearson
distributions could be used for approximation of the distribution of sample range
and this will be the subject of future research.

Appendix.

Distribution of quality characteristic. Distributions are given by
their density function f .

Exponential distribution E2(λ, c)

f(x) =
1

λ
e−

x−c

λ , x ≥ c,

where λ (λ > 0) is a scale parameter, c (c ∈ R) is a location parameter.

Gamma distribution G3(a, b, c)

f(x) =
1

bΓ(a)

(

x− c

b

)a−1

e−
x−c

b , x ≥ c,

where a (a > 0) is shape parameter, b (b > 0) scale parameter and c (c ∈ R)
location parameter.

Weibull distribution W3(a, b, c)

f(x) =
a

b

(

x− c

b

)a−1

e−(
x−c

b
)
a

, x ≥ c,
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where a (a > 0) is shape parameter, b (b > 0) scale parameter and c (c ∈ R)
location parameter.

Theoretical distribution of sample range. Let X1,X2, . . . ,Xn de-
note a random sample and X(k), 1 ≤ k ≤ n, k-th order statistics. Sample range is
defined as R = Xmax −Xmin, difference between the largest and smallest sample
values.

Cumulative distribution function of sample range is equal to [11].

(2) FR(r) = n

∫ +∞

0
fX(x) (F (x+ r)− F (x))n−1 dx, r > 0.

Pearson system of distributions. Pearson designed a system of dis-
tributions where probability density function y = f(x) of each member satisfies
a differential equation [15].

(3)
1

y

dy

dx
= − a+ x

c0 + c1x+ c2x2
.

The shape of the distribution depends on the values of the parameters a,
c0, c1, and c2. The formulas for these coefficients are

c0 =
4β2 − 3β1

10β2 − 12β1 − 18
σ2(4)

a = c1 =

√
β1(β2 + 3)

10β2 − 12β1 − 18
σ(5)

c2 =
2β2 − 3β1 − 6

10β2 − 12β1 − 18
,(6)

where β1 = α2
3, β2 = α4. Pearson classified the different shapes into a number

of types. The form of solution of (3) depends on the nature of the roots of the
equation

(7) c0 + c1x+ c2x
2 = 0.

Pearson type I distribution. Pearson type I distribution corresponds to
the case when both roots a1 and a2 of quadratic equation (7) are real and of
opposite sign. We will denote a1 < 0 < a2.

Then, random variable T =
X − µ− a1

a2 − a1
has Beta distribution B(α, β).

Probability density function of random variable X is then equal to

(8) fX(x) =
Γ(α+ β)

Γ(α)Γ(β)

1

s

(

x− λ

s

)α−1

·
(

1− x− λ

s

)β−1

, 0 <
x− λ

s
< 1,
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where

λ = µ+ a1, s = a2 − a1,(9)

α =
a+ a1

c2(a2 − a1)
+ 1, β = − a+ a2

c2(a2 − a1)
+ 1.

Pearson type VI distribution. Pearson type VI distribution corresponds
to the case when the roots a1 and a2 of quadratic equation (7) are real and of
the same sign. We will consider the case when a1 < a2 < 0.

Then, random variable T =
X − µ− a2

a2 − a1
has Beta prime distribution

B
′

(α, β). Probability density function of random variable X is then equal to

(10) fX(x) =
Γ(α+ β)

Γ(α)Γ(β)

1

s

(

x− λ

s

)α−1

·
(

1 +
x− λ

s

)

−α−β

,
x− λ

s
> 0,

where

λ = µ+ a2, s = a2 − a1,(11)

α = − a+ a2

c2(a2 − a1)
+ 1, β =

1

c2
− 1.
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