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In this paper we adapt the techniques in [1] to obtain the best possible bounds on
the zeros of the characteristic equation of a positive definite matrix, obtained from
the Weierstrass series, when the determinant D, trace T and stopping criterion ¢ for
the Weierstrass iteration method are given.
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1. Introduction. Let A be a positive definite matrix, and let A\; < Ay < -+ < Ay,
Ai >0,i=1,2,...,n be the distinct zeros of the characteristic equation (of A)

(1) det(B—X)=f(A) = A"+ a, N\ '+ +ap=0.
The following theorem is very often applicable

Theorem A (Binding, Hoskins, Ponzo [1]). The smallest and largest of the two

positive real Toots of
1

t:IZ{n—U<?)ni

1 n—1
t=D(2
T—t
provide, respectively, the greatest lower bound and least upper bound of the eigenvalues

of the positive n x n matrix A, where D = det(A) and T = trace(A), i.e.

max \; < t9; 11 < min ;.
7 7

or

In practice, the popular formulae for the simultaneous approximation of the eigenval-
ues (the roots of the equation (1)) is the Weierstrass procedure
A
(2) )\i§+1:)\£§7 nf(t) 7
k k
| JICHER
J#i
The great importance for the user is the knowledge of upper and lower bounds on the
approximations )\f.

i=1,2,....,n; k=0,1,2,....
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2. Main results. Let
0<1'§)\§§>\§§§>‘272§y7 s=0,1,2,...

be the approximations, obtained from the Weierstrass series. For A¥, )\f"’l, determined
by (2), it holds, [2] :

n
Z)\erl = —0On-1,
=1
(3) . . .
SN - (= D] M = (-1)"aq.
i=1 j#i j=1
n

where Zqi = ¢ is an absolute constant for the method (2)

i=1

)\i_ﬁ+l — qz)\k

77

However,

(stopping criterion) and
n
—ap—1 = Z )\z =1,
i=1
(=1rag = [[ X = D.

i=1

Evidently,
n—2
T+ Y Mty=T,
i=1
AT A T Tk
n
\F H)‘j Tt R H)‘j _(n_l)H)‘j =D,
L j=1 noj=1 j=1
n—2 n )\l_chl
W T (32 ) - p,
j=1 i=1 "1
n—2
:cyH)\?(qu 1-n)=0D,
j=1
and
(4) (n—Daz+y<T<a+(n-1)y,
(5) (I+g—mn)a" 'y <D < (1+q—n)ay" .
T—o— D =
Note that ——~ Y — arithmetic mean of the MNe=aand ([ =
n—2 (I1+qg—n)xy

geometric mean of the AF = 3. Evidently, a > 3 for positive A\¥ and

T—-—z—y D =
> .
n—2 —\(1+qg—n)zy
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(1+g-n)ay"' =D

™
>‘]\N (14+qg—n)z"'y=D

F(x,y) =0

1
J
=/

m—1Nz4+y=T
r+n—-1y=T

14+q9g—n

~~
o}
~—
3=
3N
8

Fig. 1 Adapted construction by Binding, Hoskins and Ponzo

The contour (see, Fig.1)
Flz,y)=(1+q—n)zy(T —x — y)"*Q —D(n— 2)n72 —0

is easily shown to pass through L(zp,yr) and M (2, yar) the points of intersection of
the bounding contours described by (4) and (5).

Note that
oF
dy :_ﬁz_(g> T—((n—1)z+y) :{ oo at L
dx oF x) T—(z+ (n—1)y) 0 atM >
Ay
xr, and ys are respectively the smaller and larger of the two positive real roots of
1
D F=
(©) =T- -0 ()

which may also be written

D —1\""
(7) = n .
1+q—n \T -z

We summarize the above
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Theorem B. The smallest and largest of the two positive real roots of (6) (or (7))
provide, respectively, the greatest lower bound and least upper bound of the approzimations
)\f, when D = (=1)"ag, T = —an—1 and stopping criterion q are given, i.e.

max)\f < z9; 21 < m_in)\f.
1 K3
As an immediate consequence of Theorem B, we have the following corollary.

Corollary. Each member of the sequence {x;}5°,
D n—1\"" 0
€T; = xro =
i+1 1+ q—n T _ z; ’ 0 )

provides a lower bound on the )\g? and limx; = xr,.

Each member of the sequence {y;}5°,
1

D n—1
yi+1T(”1)<m> s yo =T,
K]

provides a upper bound on the )\;? and limy; = yp;.

Remark 1. In case when approximations )\f, obtained from the Weierstrass series

n

are equal to zeros of the characteristic equation (1) - A; (i.e. Y. ¢; = ¢ = n), we have the
i=1

result due to Binding, Hoskins and Ponzo.

0

Remark 2. Let ); are located in n non-intersecting intervals LY = MY X;], i =

1,...,n, that is LgﬂL? =@ fori#jand A € L? for i = 1,...,n. The two-sided
Weierstrass method can be written as

~k
Xfﬂ - Xf I f()\in)
k k. <k
H()‘z - )‘;C) H ()‘z - )‘])
j=1 j=it1
-t 4 i—1 n ’
—k
[T =20 IT @f =X)
j=1 j=it1

i=1,....,nk=0,1,....
Then the estimations of the )\f can be improved using the approach given in this paper,
and by using the explicit formulae [2]

n i—1 vk k n i—1 Yk k

T — A - A — A
ST G =W (I 1] e
1=1 j=1 )\Z - )\] =1 j=1 )\Z — >\]
SPTRR s OUA T PUR VISR P s R ¥ .
ZAZ' HAJ' H ~k  ~k ZAz HAJ H — L +(n—1)]:[ ;+H(=1)"ao,
i=1 Jg#i o g=1 Ai — )\_] =1 j#i =1 A —)\J j=1



or

n i—1 NEv n i—1 NIBv
DA 5= =2 A 5= 1) s
i=1 j=1 = 7 i=1 j=1 = 7
n n 1—1 N Xk n n 1—1 N Xk n
k+1 ETTA - k k AP k
D AN TS = 2 XTI | I3t — 1] + (= D] [A7 + (- 1) ao.
i=1 j#i =1 i=1 i j=1 j=1
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B'BbPXY HEPABEHCTBA OT TUII BUH/IMHI-XOCKNNHC-IIOH30

Hukonaii BecenunoB KiopkuneB, Muiko I'eoprues Ilerkos

B razu pa60Ta Ca IIOJIYY€HU OIICHKU 3a KOPEHUTE Ha XapaKTEePUCTUYIHO YPaBHEHUE Ha

ITOJIO2KUTEJTHO ,Hed)I/IHI/ITHa, MaTpuia.
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