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A CRITICAL BRANCHING PROCESS WITH INCREASING
OFFSPRING VARIANCE"

Kosto V. Mitov, George P. Yanev

We study critical Bienaymé-Galton-Watson branching processes with increasing off-
spring variance in the particular case of a geometric offspring distribution. The in-
creasing variance has a decreasing effect on the process in the sense that the rate of
the non-extinction probability decreases. We obtain limit theorems for the process
subject to either state-independent or state-dependent immigration.

1. Introduction. The Bienaymé-Galton-Watson branching process {u,} can be
defined by the recurrence formula
Hn—1
(1) Hn = Z Xl(”)v n=12...; p =1,
i=1

where {X;(n)}, i,n=1,2,... are independent and identically distributed random vari-
ables, taking on nonnegative integer values.

We are interested in branching processes with varying offspring variance. These mod-
els can be considered within the framework of branching processes with varying envi-
ronments (see e.g. Jagers(1974) [2]). In particular we want to study the case when the
offspring mean is fixed but the offspring variance increases to infinity along with the
generation index (time). Although all three classes processes: subcritical, critical, and
subcritical are of interest, here we shell focus on the critical case. The behavior of the
critical processes is of particular interest from analytical viewpoint (obtaining new limit
theorems) as well as from modelling perspective, to see whether the process can reach a
stationary state. As we see below, the increasing offspring variance has a decreasing effect
to the population in the sense of decreasing the rate of the non-extinction probability.
Therefore, it is worth considering an immigration component that brings “immigrants”
from an outside source and balances the population.

Further on we shell study the particular case of a geometric offspring distribution
with mean one given by

(2) pn(k) = P(Nn = k|#n71 = 1);
where for 0 < p,, < 1,

pn(0)=p, and  pu(k)=(1—-p.)’p ", k=12,...
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The offspring mean and variance are

2pn
EXi(n)=1, VarX;(n) = 1 P _ 2b, < 00, say.
— Pn

The offspring pgf is given by

fuls) = - n(k)sk _ Pn— (2pn — 1)s _ bn(l1—5)+s
kzzop

1—pps bn(1—s)+1

After discussing the process {p, } (without immigration) in Section 2, we present some
results for {u, } subject two different immigration policies: state-independent (Section 3)
and state-dependent (Section 4) immigration. The last section contains some concluding
remarks.

2. Processes without Immigration. Let g,(s) be the pgf of p, assuming a
geometric offspring distribution defined by (2). Hence,

8:00 _ Sk:an(lfs)Jrs

n
where o, = Y by .
k=1
From here it is not difficult to see that Fu, = 1, Varu, = 20, and
1
P(pn >0)=1-g,(0) =

on+1°
Therefore, if inf, b, > 0 then

lim P(p, =0)=1.
n—oo
Note that, if b, — oo, then P(u, = 0) — 1 faster than in a process with constant
offspring variance, whereas b, — b < oo results in the same rate 1/(bn) for processes
with both constant and varying offspring variance.
As a direct corollary of Theorem 5 in Jagers(1974) [2] we have

Theorem 1 (Jagers(1974) [2]). Suppose that inf,, b, > 0. Then
lim P(pn/on > x|y >0) =e"7, x>0

n
where o, = > by.
k=1

Comment. This result shows that despite the fact that P(u, = 0) — 1 faster
than when the variance is constant, the quasi-stationary distribution is still exponential.
Notice that, the offspring variance increases to infinity as n — oo remaining finite for
any fixed n.

3. Processes with State-Independent Immigration. Consider a branching
process with immigration defined by the recurrence
Zn-1
Zn= Y Xin)+Y., n=12..; Z=1,
i=1

where Z,, represents the population size at time n of the process {u,} in (1) that has
been modified to allow immigration. Y,, particles enter the system at time n, where the
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random variables {Y,,} are independent and identically distributed with pgf
h(s) =1—a(l —s)+B(1 —s)?
Let us assume geometric offspring (2) with increasing variance, i.e.,

lim b, T co.
n—oo

For the process’ pgf we have

Fu(s) = [[A(@u-r(s)
(3) ki()
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Set s = 0 in the above equation. Then

P(Z 1;[( _onk+1+(0nkﬁ+1)2>
{kzzol ( o (:Jrl—i_(gn’“ﬁJrl)Q)}
Nexp{ kZO(Jnk+1 (O’nkﬁ+]—)2)}.

oo

p R
exp Z — } if Z 1/on < o0,
lim P(Z, = 0) = { = < (on + 1)2> n=0

0 if Y 1/on =00
n=0

Note that, the probability for extinction would be smaller if either the immigration
mean is bigger or the offspring variance goes to infinity in a slower rate.
Using a standard argument based on the particular form (3) of process’ pgf we obtain

Therefore,

n—oo

Theorem 2.

o0
re if Z 1/op < 00
lim P(Z, = k) = n=0

e 0 if > 1/on = o0,
n=0
where oy, = Y p_y by and {ri}, k =0,1,... is a probability distribution with pgf
= a(l—s) B(1 —s)? )
R(s) = - — )
(5) eXp{ ; <1 Fon(l—s) (I+on(l—s))?

Comment. It is clear that if the offspring variance increases sufficiently fast, then the
series above will be convergent and the process has a non-degenerate limiting distribution.

4. Processes with State-Dependent Immigration. Consider, on a probability
space (2, A, P), a sequence of independent Bienaymé-Galton-Watson branching processes
{pn(k)}, k=1,2,... with identical geometric offspring distributions (2). Denote by T}
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the time to extinction of u,(k), i.e., for any n

P(Ty > n) = P(un(k) > 0)
Let us construct a discrete renewal process {S,} n =1,2,... as follows: Sy = 0,

Sk+1 = Sk + Thta, k>0
and set

N(n) =max{k: S <n}.
Then the well-known Bienaymé-Galton-Watson branching process with immigration at
zero only {Z0} can be defined by

Zp = pin-5y ) (N(n) +1)
Note that, {Z0} is a renewal process and therefore its asymptotic behavior depends on

n
whether its mean renewal time ET}, is finite or not. Recall that o, = Y bx.

k=1
Case 1. > 1/0, < co. Since
n=1
P(jin(k) > 0) = —
Him B on+1
then
(o) o0 (o)
(4) ETkng(Tk>n):nz::OP(,un(k)>0):7;0n+1 < o0

The fact that the mean renewal time is finite, allows us to apply well-known classical
renewal theory results (see Feller (1966) Ch. XI. 8, 365-366) and obtain

Theorem 3. If
=1
E — <0
On
n=1

then for {Z9} there exists a proper non-degenerate limiting distribution given by

n—oo

. 1 — ,
lim P(Z, = k) = ET, ;0 P(u;(1) =k, Ty > j),
where ETy, k=0,1,... are from (4).

o0
Case 2. Y 1/0, = oo. Note that now the mean renewal time is infinite. Let us
n=1
assume that as k — oo

b= L(k) T o0,
where L(z) is a slowly varying at infinity function (sfv). Then
On = Zbk ~ nL(n)
k=0
and (see Feller (1966) [1], Ch. VIIL. 9, 272-273)
n
> 7

k=0

1
- L*
1 (n)
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where L*(n) is an increasing svf, such that 1/L(n) = o(L*(n)).
We are in a position to state
Theorem 4. Ifb, = L(n) | oo and

SRR
n=1 In -
then for 0 <z <1
* 0
lim P<w<z>x,

where M (-) is the inverse function of xL(x) for x > 0.

The proof of Theorem 4 follows closely that of Theorem 5.2 (ii) in Mitov (1999) [3]
and it is omitted here.

Example 1. Let by = logﬁ k, where 0 < 8 < 1. Then o, ~ nlogﬁn and L*(n) =
log! =" n/(1 — ). In addition, the function zlog? z is increasing on [1,00) and has an
inverse Mg(x), say. Therefore, Theorem 4 leads to

log' =2 (Ms(20°
lim P | =2 1( o "))<x =z,
n— o0 10g 7ﬁ(n)

for0 <z < 1.

Example 2. Let b, =logk. Then o, ~ nlogn and L*(n) = loglogn. Let M;(x) be
the inverse of xlogx. Now, Theorem 4 implies for 0 < z < 1

0
i p (leglogMi(Zy) _ N\ _
loglogn

n—oo

5. Concluding remarks. We would like to point out the intermediate position of
the results between those in the finite and infinite variance cases. It is clear that the rate
at which the offspring variance increases pulls the asymptotic behavior of the process

to either one of the above well-studied cases. More precisely, if Z P(un(k) >0) <
then the results are similar to those in the finite variance case. If the offspring variance
increases faster, such that Z P(un(k) > 0) = oo, then the results are similar to the

ones when the variance is mﬁmte
In the critical case the assumption for an increasing variance can be stated in a more
general setting considering an offspring pgf of the form
1
(5) fn(s):er(lfs)HaLn(l—), O0<a<l
—s
where {L,(x)} is a sequence of slowly varying at infinity functions (sfv) in z. Note that

fn(s) can be represented in the form (5) as

=54+ — " (1—35)2
Ful) =54 T———=r (1= 9)
and
1

lim ————— =b, <oo.
s—11—s5+4+b,
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KPUTNYECKWU PASKJIOHABAILL CE ITPOIIEC C PACTAIITA
ANCIIEPCU A HA TIOTOMCTBOTO

Kocro B. Mutos, I'eopru II. duen

Pazriexxna ce xpurmdecku nponec Ha ['ajaToH-YOTCHH ¢ pacTdIa AUCIEpCHs Ha II0-
TOMCTBOTO, B YaCTHHUA CJIydail, KoraTo paspe/ieJIeHueTo Ha HOTOMIIUTE € TeOMeTpUY-
no. Oka3Ba ce, 4e C yBeJIUYaBaHETO HA JUCIEPCHUATA BEPOSITHOCTTA 38 HEM3ParK/aHe
HaMmaJssBa 1Oo-0bp30 ¢ Bpemero. [loydenn ca rpaHudHE TeopeMm 3a Iporeca IpH
JIOITyCKaHe Ha O0Ia MMUTPAINS U Ha UMHUTDAINsT, 3aBUCEINa OT ChCTOSTHUETO.
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