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We consider the matrix equation X + A* X "A = I. A new iterative method for
computing a special positive definite solution of this equation is derived. Numerical
experiments with two different methods for computing this solution are executed and
results are compared.

1. Introduction. We consider the nonlinear matrix equation
(1) X+A X "A=1,
where A, € C™>*™ and [ is the identity matrix, and n is a positive integer. This equation
and the properties of its positive definite solutions have been explored and commented
on in [1]. Tterative methods for computing special positive definite solutions of (1) have
been suggested in [1].

The equation X + A*X 24 = [ is considered in [2] and an iterative method for
computing a special positive definite solution X; is described. That solution such that
the matrix X; ! has the smallest spectral norm (|H|| = \/p(H*H), where p(H*H) is
the special radius of H*H). If P and @Q are Hermitian and P — @ is a positive definite
matrix we write P > . For any solution X of (1) we have Xg < X < X, where Xg
and Xy, are the minimal and maximal solution, respectively.

In this study we will summarize the method for finding the positive definite solution
X, of equation (1), suggested in [2]. We will make some numerical experiments for
computing X; with the here suggested method and the iterative method, shown in [1].
We will compare the results of the experiments of the two methods.

2. New iterative method. In this section we provide an iterative algorithm for
computing a positive definite solution of the equation X + A*X " A = I. We will prove
that the algorithm is convergent towards the solution X;, for which the inverse matrix
has the smallest spectral norm.

Lemma 1. The function
v

f(U)=W7

1
defined for v > 0 is monotonously increasing for v € {0, —} and monotonously decreasing
n

. When v = l, fmax = f (l) =
n
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Theorem 1. If[|All < 4/ (nJ:LW’ then the solution X; of the equation (1) satisfies
_ n+1
X < :

Moreover, for any other positive definite solution X we have
n+1
m

X~ =

Proof. This theorem is a corollary of the Theorem 5 in [1]. Here we will propose a
new proof and a new iterative method for computing the solution Xj;.

It is easy to verify that X is a solution of (1) if and only if Y = X ! is a solution of
the equation

(2) Y = A*Y"AY + 1,

We define the matrix sequence {Y%}:
(3) Yo =1, Yis1 =AY AV +1, k=0,1,2,....

By induction it is easy to verify that

where
(5) vo =0, vgs1 = [|APA+v)"™ kE=0,1,2,....
n
Using the assumption ||A|| < (nflw we get
1
(6) S >ue1 >0 k=1,2,....
n
1 9 n" 1
We have vg = 0 < — and vy = ||A||* < ———-—5 < —. Further, assume that the
n (n+ 1)+l " n
inequalities (6) are true for k = p. Then
n n+1
_ 2 n+1 n 1 _1
Uppr = [[AIF(1 4+ vp) < (n+ 1)t <1+ n) = and
vprr —vp = (A [(X+ )" = (14 vp)" ]
= AP —vp-1) Y (L +0)" (L pr)’ > 0.

1=0

k—o0

1
Therefore, there exists a number v , such that v € (O, —} and v = lim vg. Then from
n

(5) we get
v=[|AJP(1+v)"H

n

Applying Lemma 1 and the condition || A|* < G +n1)”+1’
n
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1
we obtain 0 < v < —.
n



Consider
Vg1 — Y = AYPAY, — AY] (AY
= ANV - Y1) AY, + ATV =YY AY
+ A Ay — Vi)
= A VYR - Y )V AY + ATY LAY, — Vi)

i=1
Using (4) we compute

AN VY = Y )Y AY + ATY A(Yy — Vi)
=1

(n+DJAPA+0)" Ve = Yl < -+

PV =Yoll = p*[IAlP,

n

Yerr — Yl =

IA N

1 n
where p = (n + 1)||A|?(1 +v)" < (n + 1) p (1 + —> = 1. Hence the matrix
n

B (n+ 1)+t
sequence {Y} is convergent. If Y = klim Y), then Y is a solution of the equation (2)

and it satisfies | V]| < 1+ v.

We will prove that Y is a positive definite matrix. Therefore we consider the following
matrix equation
1
(7) Y =1+ §(A*Y”AY +YA'Y"A).

It is easy to see that each solution Y of the equation (2) satisfies also (7). If YV is a
solution of the equation (2), then we have (I — A*Y™A)Y = I. Hence I — A*Y"™A is an
inverse matrix of Y. Therefore Y (I — A*Y"A)=1,and Y = YA*Y"A+ I. Hence Y is
a solution of the equation (7).

Now, we consider the matrix sequence {Z} :
1
(8) Zo=1, Zpy1=1+ §(A*ZI?AZ]€+Z]€A*Z]? ), k=0,1,2,....

It is obvious that Zj is a Hermitian matrix for £ = 0,1, 2,.... In a similar manner as the
proof for Y, we can prove that || Zy|| < 1+v, ||Zkt1 — Zk|| < p¥||A]|? and there exists
a Hermitian matrix Z, such that Z = limy_. o Zp,

1Z <1+o.

1
Let M), = §(A*Z,?AZk + ZyA*Z A), then My, = M. Let A(My) be an arbitrary
eigenvalues of M. As
IMMp)| < [[Mill < AP Ze|" T < 1,
then Zyi1 =14+ My (k=0,1,2,...) is positive definite and Z is also a positive definite

matrix.

n+1

We will prove that the equation (7) has unique solution Y, such that ||Y] <
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As for ||Yi41 — Yil|, for || Zk+1 — Y| we have

12k =Y

n
A* Z VN2 = Y)Y AZ, + AYA(Zy - Y)

i=1

< AP Do IZel " I I 126 = Y
=0

< AP @)Y 12 =Y < -
=0

< Pz =Yl

n — —
where p = [|A]|? > (1 +v)"7#|Y]|* < 1. As Y is a solution of (2), (7) and ||Y]| < 1+ v
i=0

1 _
< i, then Y = Z. The theorem is proved. [
n

Let us note that (3) defines the iterative method for computing X fl wich is linearly
convergent. If the conditions of the theorem are fulfilled, then for every positive definite

_ 1 _
solution Y, different from the solution Y of (2) we have ||Y]| > i Since Y > Y, then
_ n
Y~! <Y~ = X; and therefore if for the equation (1) there exists a maximal solution
X then X = X|.

3. Numerical experiments. We will consider the equation (1) when n = 3.
We provide numerical experiments for computing a positive definite solution to that
equation using MATLAB software and PENTIUM hardware. We use the suggested
iterative method (3) and the following iterative method

(9) Xpy1 =1 — A*X"A, Xo =1,
described by Hasanov and Ivanov [1]. The iterative methods (3) and (9) converge to the
same positive definite solution of the matrix equation (1). We will use

e=||Z+ATZ3A~1I||» < tol for tol = 10~% as a criteria to stop the iterative methods.
Example 1. We consider the matrix

. (16 9 -8
A=— | 11 16 5
100\ 4 g 13

We compute the solution X of the equation (1) using the algorithm (9) and we start
with various initial points, defined by the values of v. With v = 1 we need 8 iterations
to compute X with accurate ¢ = 7.54e — 9. For v = 0,955 we need 7 iterations with
accurate € = 5.10e — 9. In the case of v = 0,951 this iterative method makes 7 iterations
to reach an accurance of ¢ = 5.83e — 9. For v = 0,75 the number of iterations to reach
an accurance of € = 1.54e — 9 is 10.

With this iterative method (3) for computing X; ! = Y after 9 iterations we get
accurance of e = ||[Y 71 + A*Y3A — I oo = 9.42¢ — 9 < 1075,
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BBbPXY EAHO IIOJIOZKNTEJIHO OIIPEAEJIEHO PEIITEHUWE HA
KJIAC OT HEJIMHENHU MATPUYHUN YPABHEHU A

NBau I'anvues NBanoB, Honka AJjekcanaposa I'eopruesa

Pasrsenano e marpuunoro ypasuenue X +A* X " A = [. Tloyiy4yeH e HOB UTEPAIIMOHEH
METO/T 33 IIPeCMsITaHe Ha CIEIMAIHO IOJIOKUTEJIHO OIIPE/IeIeHo perrenne. M3mbinenn
Ca YMCJIEHU €KCIIEPUMEHTH C Pa3JIMYHM METOY 33 [IPEeCMsTaHe HA TOBa PEIleHNEe U Ca
CpaBHEHU PE3YJITATUTE OT YUCTIEHUTE EKCIEPUMEHTH.
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