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AN APPROXIMATION OF THE SQUARE ROOT OF
TRANSITION MATRICES"

Pavel T. Stoynov

Markov chains are popular tool for modeling different systems - natural or artificial.
A basic their characteristic is the transition matrix which is a kind of stochastic
matrix. In this article, we consider a special kind of transition matrix which arise in
credit risk theory when we model transitions from one credit rating to another. The
main characteristic of this kind of matrices is that the probability mass is concentrated
around the main diagonal of the matrix. To this kind of matrices we apply a procedure
for taking square root which gives the transition matrix for a period twice smaller
than the basic period. Numerical testing is made and the results are shown in the
article.

Credit risk and transition matrices Financial institutions use systems of credit
ratings for measuring the credit risk. These systems can be modeled by Markov chains. In
such a system, the credit risk is a risk of a credit event — change of the credit rating which
corresponds to a transition in the Markov chain. The credit events are case of special
events — events which occur rarely but can affect considerably the system behavior. The
probabilities for transitions from one credit rating to another are given by the so called
transition matriz.

Definition 1. Let us have a system of m credit ratings. The stochastic matriz Ay, xm
where a;; is the probability a company with current credit rating i to pass into credit rating
7 for a given period is called transition probabilities matrix or transition matriz for that
period. The elements on the main diagonal of the transition matriz are approximately

equal to 1, 4. e. a;; =1—¢;, i =1,...,m. Here g; are relatively small numbers for which
m
E; = Z (17
k=1, ki

Usually, the transition matrix is given for a specified period which we will call the
basic period and which is commonly one year. When it is necessary to determine the
transition probabilities for another period, we must apply a procedure for obtaining
transition probabilities for the new period.

The most commonly used approach is to consider the system of credit ratings as a
homogeneous Markov chain. However, the assumption that the system of credit ratings
is a Markov system is only an approximation to the real case. The next theorem gives
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an alternative proposition for determining the transition probabilities for a period two
times less than the basic period.

Let A,,«xm be the transition matrix for the basic period T. Then we consider the
matrix B, xm,m with elements

aii

bij = %J; ]

(1) 1 & .

bis :aii+§ Z .aika 1=
k=1,k#1

T
as a transition matrix for a period 7 It is then natural to consider the matrix G, x,, with
m
elements g;; = 2a;; for i # j and g;; = a;; — D>, aq for i = j as a transition matrix
k=1,k#i
for a period 27T". By introducing this approach we obtain new method for calculating
transition probabilities which we will call approximate Markov model.

We have the following theorem:

Theorem 1. Let A be a transition matriz and B be defined by (1). Then for the
matric C = BB = B? we have C =~ A. If ¢; = € = const, for the errors dij = cij — aij

we have |d;;| < %52.

Usually ¢ is of the order of 0.01, and m < 10.

Here C' ~ A means that there exist a small ¢ for which sup |¢;; — ai;| < 0.
2]
In this theorem, the square root of the matrix A is approximated by the first iteration
of Newton’s method for solving the matrix equation X2 — A = 0. The Newton’s method

is given by
1
KXpt1 = i(Xk + X, 1A), k>0, Xo = A

If A has no non-positive real eigenvalues, X converges quadratically toA? as pointed
out in [1]. Newton’s iteration is not used for practical computations. Analysis in [1]
shows that unless the eigenvalues \; of A satisfy the requirement that

1
1 YA
11— — <1l 45=1,...
2| (}\]) |— 7Z’j Y )n

then small errors in the iterates can be amplified by the iteration. As a result, the
iteration fails to converge. Here, we are not looking for convergence, and since we don’t
need the condition for the non-positive real eigenvalues of A. The theorem states that
because of the special kind of the transition matrices we have a good approximation of
Az at the first iteration yet. And the approximation quality is not a consequence of the
convergence of the iteration procedure. Actually, in the approximate Markov model, we
don’t need any good approximation of A2 because we don’t suppose that the system of
credit ratings is exactly a homogenuous Markov system.
The proof of the theorem can be seen in [2].

2. An algorithm for obtaining transition matrices for periods smaller than
the basic period. On the basis of the approximate Markov model we derive the
following formula for obtaining the transition probability matrix C(s, A) for a period
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T
= o5 k= 1,2,... where T is the basic period for which the transition matrix A is

® C(s, 4) = 2HEZDL

Here I is the unity matrix (with elements equal to 1 on the main diagonal and to 0
elsewhere). This formula is actually an approximation for taking s-th root of a matrix
in the case when it is a transition matrix. The reduction of the computing complexity is
obvious. But the simplicity of the calculation is not the strongest feature of the algorithm
because of the powerful computers used today. The method allows to keep some basic
characteristics of the transition matrices. Firstly, any transition matrix remains transi-
tion matrix after the transformation. This is not the case when we use the sophisticated
numerical methods applied in the computer programs, for example MATLAB. When we
use MATLAB functions for taking root matrix, “negative” probabilities appear and the
sum of the elements in one row most often is not 1. Secondly, when we use (2), the
transition probabilities which have been zeros for the basic period remain zeros also for
the smaller periods and do not increase as in the case when we use MATLAB functions.

Numerical tests with matlab. Some tests by using the program MATLAB 6.0
are made to obtain C(s, A) and compare it to the matrix s-th root generated by the
MATLAB algorithms which we denote by M ATLAB_ROOT (s, A). Here we show only

one example.

08 0.1 0.1 O 0 0 0
0.1 08 01 O 0 0 0
0 0.1 08 01 O 0 0
A= 0 0 0.1 08 0.1 O 0
0 0 0 0.1 0.8 0.1 O
0 0 0 0 0.1 0.8 0.1
0 0 0 0 0.1 0.1 0.8
0.975 0.0125 0.0125 0 0 0 0
0.0125 0.975 0.0125 0 0 0 0
0 0.0125 0.975 0.0125 O 0 0
C(8,4) = 0 0 0.0125 0.975 0.0125 O 0
0 0 0 0.0125 0.975 0.0125 0
0 0 0 0 0.0125 0.975 0.0125
0 0 0 0 0.0125 0.0125 0.975
MATLAB_ROOT (8, A) =
0.97172 0.014473 0.014541  —0.00078733 6.1626x 105 —5.5797x10° 5.4033%x10~7
0015322 0.97087 0.014541  —0.00078733 6.1626x 105 —5.5797x 106 5.4033x10~7
—0.00084842 0.015389 0.97086 0.01539 —0.000854  6.7746x1075 —6.12x10~6
= 6.7206x 105 —0.00085454  0.01539 0.9708 0.01539 —0.00085454  6.7206x 105
—6.12x1076 6.7746x107° —0.000854  0.01539 0.97086 0.015389 —0.00084842
5.4033x10~7 —5.5797x 1076 6.1626x 10~> —0.00078733 0.014541  0.97087 0.015322
5.4033x10~7 —5.5797x10~6 6.1626x10~> —0.00078733 0.014541  0.014473 0.97172
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[C(8,4)° =

0.82051 0.087717 0.087813 0.0038611 9.7994x10~° 1.5608x10761.5944x10~8

0.083954 0.82427 0.087813 0.0038611 9.7994x10~° 1.5608x10761.5944x10~8

0.0037631 0.08405 0.82427 0.08405 0.0037646 9.6449x10751.5449x10~6
=] 9.6433x10™° 0.0037646 0.08405 0.82418 0.08405 0.00376469.6433x 10~°

1.5449%x 1076 9.6449x10~° 0.0037646 0.08405 0.82427 0.084050.0037631

1.5944x 1078 1.5608x107% 9.7994x 1075 0.0038611 0.087813 0.824270.083954

1.5944x 1078 1.5608x107% 9.7994x10~5 0.0038611 0.087813 0.0877170.82051

[MATLAB_ROOT (8, A)]® =

0.8 0.1 0.1 —2.2637x107 1% 1.5021x10716  1.0749x107 1% 1.5027x10715

0.1 0.8 0.1 —4.608x107 16 _2.452x107 15 3.06447x 10715 3.6181x107 15

—1.9118x10~ 15 0.1 0.8 0.1 4.1899 x 10717 1.6543x107 15 2.2072x10~ 15
=| —2.9875x107 1% _1.8405x107 15 0.1 0.8 0.1 1.1794x10~ 15 1.7509x 1015

2.8222x107 16 _2.3959x10~15 1.6765x10716 0.1 0.8 0.1 1.8275x107 15

7.9756x107 16 2.7025x107 1%  1.6413x10715 1.4302x10715 0.1 0.8 0.1

p ~15 —15 —15 5 —15

1.311x10 2.7893% 10 2.0274% 10 2.1359x 10 0.1 0.1 0.8

Conclusion. The numerical tests show that the procedure for obtaining transition
matrices for periods smaller than the basic period is applicable to credit risk analysis.
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3A ITPUBJIN>KEHO KOPEHYBAHE HA CTOXACTUYHUN MATPUIIU

ITaBen T. CroiinoB

MapkoBckuTe Bepuru ca HOIYJISIDHO CPEJICTBO 3a MOJEeJUpaHe Ha PA3/IMYHHU CHCTe-
MM — €CTEeCTBEHH WJIM M3KyCTBEHU. T$IXHA OCHOBHA XapaKTEPUCTHUKA € MATPUIATa Ha
IIpexo/ia, KOsITO € BUJ] CTOXaCTUYHA MaTpuIia. B Ta3u craTus e pasrieaH eIuH CIENu-
aJieH BHJ, MaTPUIU Ha IIPexXo/ia, KOUTO Ce U3IO0JI3BAT B TeOPUATA Ha KPEJUTHUSI PUCK
[IpU MOJIEJIUPAHE Ha IPEXOJAM OT eJUH KpeauTeH peirunr B jpyr. OCHOBHO TSXHO
CBOMCTBO €, Ye BEPOsATHOCTHATA Maca TYK € CbCPeJIOTOYEHa OKOJIO IVIABHUS JIMAaroHaJI
Ha Marpurara. [Ipenmoxkena e mponenypa 3a KOpeHyBaHe, IIDU KOETO Ce IIOJIydaBaT
MAaTPHIM Ha MIPEX0jia 3a MEePHUO/I, ABa I'bTH IMO-MAJIbK OT OCHOBHUS. VI3BbpINEHHU ca
U3YUCIUTE/IHU TeCTOBE M PE3YJITaTU OT THAX €A IHOCOYEHU B CTATUATA.

Kuro4doBu mymu: marpuna Ha Ipexo/ia, KPeIUTeH PEHTHHT, IPUOJIMKEH MapPKOBCKH
MOJIeJT
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