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With the CESTAC method, which allows to validate numerical computation, one
needs to run the code several times (in practice 3 times). The CADNA library (Con-
trol of Accuracy and Debugging for Numerical Applications) proposes a sequential
and synchronous implementation of the CESTAC method. By using CADNA the
computation time is multiplied by a factor which varies from 5 to 8 without the self
validation of the method and by a factor around 15 with the self validation. These
ratios are too important. This paper presents the first results obtained with a parallel
implementation of the CESTAC method which includes the self validation.

1. The CESTAC Method. The CESTAC Method (Controle et Estimation
Stochastique des Arrondis de Calculs) has been proposed by M. La Porte et J. Vignes
in 1974 [4]. It is a probabilistic method which allows to estimate the roundoff errors
propagation due to the finite representation of the real numbers. The main idea is to run
the same program with different roundoff errors propagations. Therefore each variable
is represented by a set of values. Their common digits are called the exact significant
digits, the rest is due to the roundoff errors propagation.

1.1. The random arithmetic. On a computer, when an operation between two floating
point numbers is done, in many cases, the result P can not be represented as a floating
point number. The FPU must round off the result to the first upper floating point
number PT or the first lower floating point number P~. The IEEE arithmetic defined 4
rules to choose P~ or PT: rounding to the nearest, toward zero, toward +oo and toward
—o00. The random arithmetic proposes to use another rounding mode. If the result P is
not a floating point number, the value P~ or PT is chosen with a probability %

1.2. The CESTAC method. N executions of a same program using the random arith-
metic allow to obtain N samples of all the variables. The theory about the CESTAC
method [1,2,5] shows that we can choose as the value of any variable R the mean value
R of the N samples and we can estimate its number of exact significant digits Cg with
the formula 2.

1 N
1 R=—. ,
(1) R N;RZ
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Cg corresponds to the number of decimal digits in common between the computed
result R and the mathematical result r.

Practically the best implementation is done with N = 3 and 73 = 4.303

1.3. Conditions for a correct use. A theoretically study has been done by J.-M.
Chesneaux and published in [1, 2]. In this paper, we recall the main results. First, to
apply correctly the CESTAC method, it is necessary to perform a dynamical control of all
the multiplications and all the divisions. If a multiplication between two numbers which
have no exact significant digit, or a division with a divisor which have no exact significant
digit is performed, then the CESTAC method is invalidated. These two verifications are
called the self validation.

Secondly, the 3 executions of a program with the CESTAC method must follow the
same way. It is not possible that different instructions are executed for the various
samples after the same test.

These two previous points yield necessarily the synchronization of the 3 executions
which allows at any time to access all the samples of a variable for:

e the evaluation of the tests,

e the computation of the number of exact significant digits,
e the self validation (test of multiplications and divisions),
e the display of the results.

1.4. The CADNA software. The CADNA (Control And Debugging of Numerical
Applications) software is a sequential and synchronous implementation of the CESTAC
method. It defines new types (the stochastic types) and all the operations on the real
numbers have been overloaded. All information about CADNA can be found on the
website: http://www.lip6.fr/cadna.

1.5. Performance of the sequential implementation. To compare the different imple-
mentations, we will use two programs :

Matrix multiplication multiplies two square matrix with the classical algorithm.

Gaussian method solves of a linear system with the gaussian elimination method with
total pivoting.

These two applications have been run on Pentium III 450 Mhz processor under the
Linux system. The table 1 shows the run times in seconds obtained using the IEEE
arithmetic and the stochastic arithmetic implemented by the CADNA library with and
without the self validation. The over-cost due to the numerical validation is important
(from 6 to 7) and the self validation multiplies it by a factor 2.

A parallel implementation can be a response to reduce the over-cost of the CADNA
library.

428



IEEE CADNA CADNA
with self validation || without self validation

Application time time ratio time ratio
Gauss. 13.5 194 14.4 97 7.18
Multi. 14.1 139 9.8 83.3 5.91

Table 1. Computation time obtained with the standard IEEE arithmetic, the CADNA
software with and without self-validation

2. Parallel implementation.

2.1. Without self validation. The parallel software architecture is based on 3 processes
which run synchronously. All together, they form an entity named computation box.
Each process computes one sample of all the variables. Some functions need communi-
cations between the 3 processes to take the same decisions. There are listed here:

e the comparison functions,

e the absolute value function,

e the conversion function from a stochastic type to an IEEE type,

e the computation of the number of exact significant digits of a value.

The communication system hold in our implementation is based on a distributed
exchange of the values between all the processes (see figure 1). Therefore, the processes
can all compute the same function and can obtain the same result.

P1 P2 P3

Functtion Function Fupction

Result Result Result

:
R | ® | R

Fig. 1. The decision system between our 3 processes

The performance of this implementation without self validation has been presented
in the SCAN2002 conference [3].

Without self-validation, the over-cost of the CADNA library is reduced from 7 with
the sequential implementation to 3.5 with our parallel implementation with 3 processes.
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The time ratio is therefore around 2. If we decide to use the self validation with this
parallel implementation, the performances become disastrous because each multiplication
and each division require an exchange between the 3 processes.

2.2. With self-validation. The new idea for the parallel implementation is to desyn-
chronize the computation and the self validation. In the sequential implementation of
the CESTAC method, the tests of the operands of the multiplication and the division
are performed during the operation. A special function is called if a numerical problem
is found. Therefore, with a debugger, it is possible to stop the program on this special
function and to make a true numerical debugging.

With the parallel implementation, the desynchronization of the operations and of their
validation tests should improve the performance in run time, but has an inconvenience:
it will not be possible to use a debugger to find the numerical problem with the parallel
implementation of CADNA library. However, in the two cases, at the end of run, the
check-up of the numerical problems is listed. If the user wants a low run time, he can use
the parallel version with self validation, if he wants a numerical debugging of this code,
he will use the sequential version.

The new architecture is based on the previous architecture in which a validation box of
several processes is added. When a multiplication or a division is computed, the operands
are stored in a buffer on each processor. When the 3 buffers are full (this happens at
the same time on the 3 processes because they run the same code), the processes send
their buffer to the validation box. The validation box is a set of processors which receive
the buffers of operators and of operands. They only test if the operation is valid or not.
In the last case, a instability counter is incremented. The figure 2 shows the system
architecture with 5 processes P;. At the end of the run, a check-up of instabilities is
given.

3. The performance. To obtain efficient performance, our parallel system must be
run with 3 processes for the computation box and P,; processes for the validation box.
The value of P, is now difficult to choose because it depends on the number of multi-
plications and divisions in the numerical program. If vb is too small the validation box
will be a bottleneck which will slow down the computation box. If P,; is too important,
most of the processes will not have computation to perform. The efficiency will become
low.

This architecture poses two questions: what will be the size of the buffers? There is
no precise answer to this question. The efficient size depends on the performances of the
network (latency and bandwidth). We have decided to use a minimum of two buffers
per computation process. When the first one is full, it is sent to the validation box with
a non-blocking function which allows to continue the computation. When the second
buffer is full, the sending of the first one must be ended, etc ...

The table 2 presents the run times in seconds obtained with a program of square
matrix multiplication in function of the buffer size and of the number of processes for the
validation box for the parallel version. The computations have been done on the IBM
Power 4 Regatta named Zahir in the IDRIS. Center”

Before the beginning of the discussion about the performances of our parallel imple-
mentation, it is interesting to note that with a resolution program of linear system with

" (http:/ /www.idris.fr)
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Fig. 2. Architecture system: this example implements 3 processes for the computation box
and 2 processes for the validation box

Matrix size : 2000 x 2000
CADNA Sequential without self validation computation time : 4019
Number of processes for the Validation box
2 3 4
Buffers size | Time (Speed-Up) | Time (Speed-Up) Time (Speed-Up)
1000 2700,39 (1,48) 2644,91 (1,52) 2560,7 (1,60)
2000 2160 (1,86) 2295,08 (1,75) 2300,15 (1,74)
3000 2301,09 (1,74) 2361,67 (1,70) 2391,05 (1,68)
4000 3734 (1,07) 2325,16 (1,72) 2208,56 (1,81)

Table. 2. Performance measurement obtained with the matrix multiplication program (time
are in seconds and speed-up related to the sequential version of CADNA)
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the gaussian elimination method with total pivoting, similar results have been obtained.
The optimal speed-up is reached with 2 buffers and 2 processes for the validation box.
The values obtained 1.72 et 1.70 respectively with a system of size 1000 and 2000, the
other values being clearly less good.

3.1. Discussion. The choice of our example is important. The matrix multiplication
program is very interesting because the main instruction of the program is: ¢;; = ¢;; +
aix * ar;. This program contains a lot of multiplications, exactly one multiplication for
one addition. This program will be a good test because it will generate a lot of operations
to validate.

The evaluation of our validation box separated from the computation box is satisfac-
tory. The aim (obtaining the same computation time with and without self validation)
is nearly reached for the resolution of linear system and almost reached for the multi-
plication program with two validation processes and two buffers (size: 2000 elements).
These performances are near those obtained without self-validation.

The difference between the ratio 1.7 for the resolution of the linear system and the
ratio 1.9 for the matrix multiplication is normal. The matrix multiplication does not
need any exchange. It only uses addition and multiplication operators. In the opposite,
the total pivoting in the gaussian elimination method needs calls to the test function and
to the absolute value function which generate a lot of exchanges.

4. Conclusion The aim to obtain nearly the same run time between the parallel
implementation with and without self validation is reached. The next step in our study
is to validate the computation time on other parallel systems and to find automatically
the optimal size of the buffer and the optimal processes number for the validation box.
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IIbPBA ITAPAJIEJTHA PEAJIM3AIINS HA CESTAC METOJIA C
BAJIUIAIIA

2K.-JI. JTamoT, A. MapTtusc

C meroma CESTAC, koiiTo nmo3BoJisiBa BepuUIMPAHN U3UNCICHNS, IPOIPAMHUST KOJL
Tpsi6Ba 18 Objie UBII'bIHIBAH HIKOJIKO I'bTH (Ha npakTuka 3). Bubimorekara CADNA
npejiara mnocjeaoBaresHa u cuaxponHa peamusanusa Ha CESTAC merona. Vszmons-
Baiiku CADNA BpemeTo 3a M3II'bJIHEHVE Ce YMHOXKaBa ¢ (PAKTOp H—8 6e3 BamIaIust
Ha MeTosa U ¢ GaKTop oKosIo 15 ako mMa Banugarms. Crarusita NpeCTaBst I'bPBUTE
pesysTaru 1mojrydenu ot napajensara peajusarusa na CESTAC merona ¢ Baauganusi.
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