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In this work, application of binary matrices in k-valued logic is given. Objects of our
study are classes of k-valued functions and combinatorial problems related to them.
We use proofs connected with finding the number of some classes of binary matrices.
Some combinatorial identities and inequalities are obtained which would also be of
independent interest.

1. Introduction. The purpose of this work is to demonstrate the application of
binary matrices for obtaining some quantitative estimates for some classes of k-valued
functions.

Binary (or Boolean, or (0,1)-matrix) is a matrix whose elements are equal to zero or
one.
Let Pt ={f: A" - A| A=1{0,1,...,k—1}, n > 1, k> 2}. The number of differ-
ent values of the function f is called range of f. The range of the function f is denoted
by Rng(f), where X; = {z1,22,...,2,}, f € P

Let p” (g) be the number of functions from P¥ with range ¢, where ¢ € {1,2,...,k}.
For 1% (q) [2] we have:

©  w@=(" > L — zq:(—l)q*i )
n q rilrgl. -1l q) “ t
ri+re 4 Frg =k" i=1
ri>21l,i=1,2,...,q
A function h is called a subfunction of f € P¥ with respect to M, M C X, if h is
obtained from f by replacing the variables of the set M with constants, and we write
M
h =< f.
Let M C Xy and G be the set of all subfunctions of f with respect to X;\ M, i.e.
X \M
G=GWM,f)={g9lg =< [}
The set Spr(M, f) = U {Rng(g)} is called spectrum of the set M with respect to f.
geG
For more details concerning above definitions and notation, see [2,3,4].
In this work we consider the following sets of binary matrices:
Lext(p, q) — the set of all s x ¢ binary matrices which have at least one 1 in each row,
and if the number of 1’s in the j-th column is equal to ¢;, then p <t; <g¢q,j=1,2,...,t.
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Rsxt(p) = Lsxt(p,p) - the set of all s x ¢ binary matrices which have exactly p ones
in each column and at least one 1 in each row;

Hs(p) € Rsxs(p) - the set of all binary s X s matrices with exactly p 1’s in each row
and each column.

The sets considered above can be applied in the theory of k-valued functions. For
example, the following result is proved in [4]:

Theorem 1. [4] If M C Xy, |[M| =m # 0, then the number of functions f € P¥, for
which Spr(M, f) ={a}, Rng(f) =b, anda € N,be N, 1 <a<b<kis

t

@ (1) 252 | Runston.

(-

In [4], en explicit formula is found for |Rpx:(a)|; however, in this work, we will obtain
this formula as a direct corollary of a more general result.

where t = k™™,

2. On the number of elements of some classes of binary matrices.

Theorem 2. If1 < p < q < s, then the number of binary matrices of the set
Loxt(p,q) is given by the expression:

) Coep. )] = 2’(1)«?) > ()

q

Proof. The expression R(p,q,s,t) = Z <j) gives the number of all binary

j=p
matrices of dimension s x ¢t such that the number of 1’s in each column of these matrices
is in the interval [p, q].

Let A be an s x ¢ binary matrix. We say that A has the property r;, if j-th row
of A contains only zeroes, 1 < j < s. Then obviously the number of matrices of the
set Lsxi(p,q) which possess the properties r;,,7j,,...,75, ¢ = 1,2,...s, is equal to
R(p,q,s —i,t). Then, using the principle of inclusion and exclusion, we get:

S
@) Conalpa)l = V() Rl — i)
i=0

Taking into account that for each matrix of the set Lsx:(p, ¢) in each column there are
at least p 1’s, i.e. the existence of s — p rows of zeroes is impossible, then R(p,q,r,t) =0
with 7 > s — p, and we obtain formula (3). O

As an immediate corollary of Theorem 2, setting p = ¢, we obtain the following
proposition:

Corollary 1 ([4] Lemma 1). The number |Rsx:(p)| of all s X ¢ binary matrices,
having exactly p 1’s in each column and having at least one 1 in each row, is given by
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the following formula:

6 Rt = S0 (5) (57)

i=0
Consider some special subsets of the set Lsx:(p, q):

Lsxt(p,q] - the set of all matrices of Lsx¢(p,q) which have exactly ¢ 1’s in at least
one column;

Lsxt[p, q) - the set of matrices of Lqx+(p,q) which have exactly p 1’s in at least one
column;

Lsxt[p, q] - the set of matrices of Lsx:(p,¢) which have exactly ¢ 1’s in at least one
column and exactly p ones in at least one column.

Theorem 2 is also used in finding a quantitative estimate for the sets
ESXt(p; CI], ‘Csxt[ ) q)a and ﬁsxt[ ) q]

Corollary 2. If1 < p < q < s, then the number of binary matrices of the set
Loxt(p, q] is given by the equality:

(6) |z:sxt(p,q]|§(1)i<?> i(sji) t* q§<sgz>

Jj=p Jj=p

t

Proof. We obtain the equality (6) taking into account the fact that

Esxt(paQ] :Esxt(paQ)\Eth(paqf ]-) U
Corollary 3. If1 < p < q < s, then the following equality holds true:

— (s I (s—i t ! S—1 t

i=0 j=p j=p+1

Proof. We obtain the equality (7) taking into account that
Loxi[p,a) = Lsxt(p, @) \ Lsxe(p+1,9). O
Corollary 4. If1 < p < q <s, then the following equality holds true:

Iﬁs‘x_t[p,q]l = — ) t
O RO )] Z )] - 120

Proof. We obtain the equality (8) taking into account that
Esxt[p7Q] :Esxt[p7Q)n£s><t(p7Q]' U

3. Some combinatorial identities and inequalities and their relation to the
functions of k-valued Logic. The assertion of Corollary 1 is useful because it gives us
a direct method for obtaining some combinatorial identities. For example, the following
proposition is known (see, for example, [6], Problem 3.11):

120



Proposition 1. The following identity holds true:

9) ;w‘(j) (3= =3 ()=

Proof. If we set s =t and p = 1 in the equality (5) of Corollary , we get the number
|Hs(1)] = |Rsxs(1)] of all s X s binary matrices with exactly one 1 in each row and
each column (permutation matrices), which number, as it is well-known, is s! (see, for
example, [8]). O

Proposition 2. The following identity holds true:
s—1

e y t!
(10) Seo()e-i= Y e

=0 (t1,t2,...,ts), t; >0
ti+ta+--+ts =1

Proof. Consider the equality (5) with p = 1 and let A € R,x+(1). Let in the i-th
row of A there will be ¢; 1’s. Since there is at least one 1 in each row, then 0 < ¢;
i=1,2,...,s, and since the total number of 1’s is ¢, then t; +to+---+1t5 = t. Therefore,
since there is only one 1 in each column,

Rsxt(l) =

S ) ()

(ti,t2,...,ts), ti >0
t1+ta+ -+t =1t

¢!
= S O
) AT I

(tl,tQ,..‘tS), t; >0
ti +ta+---F+ts =1t
Corollary 5. If M C Xy, |[M|=m # 0, then the number of functions f € P¥, for
which Spr(M, f) = {1}, Rng(f) =b, andbe N, 1 <b <k, is

B I =

=0 .
,
K3 (tl,tg,‘.,ts), t; >0
tifto -t =t
where t = k™™,

Proof. We apply Theorem 1 and Corollary 1 with ¢ = 1. In this case we have

pk (1) = (llc) = k. From Proposition 2, if we set s = b in (10), we get (11). O

It is not difficult to observe the validity of the following inclusion:

(12) Hs(p) € Rexs(p)
from which we obtain the following inequality:

(13) [Hs(P)] < [Rsxs (p)]
where the equality occurs for p = s, and in this case both sets are singletons, consisting
only of the s X s matrix, containing only 1’s. The equality is also attained for p =1 (see
Proposition 1).
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Then from (13), applying the known formulas about the number of all s x s binary
matrices with exactly p 1’s in each row and each column with p = 2 and p = 3, we get
the respective inequalities. In both cases, in order to apply Theorem 1, we have to set
s =b=1t= k"™, taking into account the inequality b < k, whence k"~ < k. The
last inequality is valid for positive integers n, m and k > 2 if and only if n —m = 0, For
n—m =0 we have s = b =1t = 1 and this case is out of interest for us. That is why, in
our further consideration, in the estimate of the number of these functions of the class
Pk such that

(14) m=n—1
and
(15) b=t=k

Proposition 3. The following inequality holds true:

(16) 2t2+3t3;+5ts:‘s H%();])t] = :;:(_1)1 (f) (821) S

Proof. In [7] it is shown that the number of all s X s binary matrices with exactly
two 1’s in each row and each column is equal to

(17) = Y (-
’ 2to+3t3+-+sts=s H tj!(2j)tJ
Jj=2
Then from (5) and (13) with p = 2 we get (16). O
From Theorem 1, Corollary 1 and Proposition 3, if we set a = 2 and s = b = k, we
get the following

Corollary 6.If M C Xy, |M| = n — 1, then the number of functions f € P¥, for
which Spr(M, f) = {2}, Rng(f) =k, and k € N, 2 < k, is greater than

k
no1(2) (k1)?
(18) Hn—11%) _ W)
<k> 2to +3t3;+kt1€ =k H t] ! (QJ)tJ
2 j>2

Proposition 4. The following inequality holds true:

(19) (W2 5~ (DB s 23 ()( )

s alB1(71)267 -

IA

a+pB+y=s

Proof. In [1], the following formula is given

(51)? (C1)9(5 + 3)12087
(20) Hs(3)] = - Z 181(~1)2 '
; v
s alBl(y!)26
and it is stated in [5] that (20) is “the most explicit” formula for calculating H,(3), known
by the moment of its statement. Then from (5) and (13) with p = 3 we get (19). O
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From Theorem 1, Corollary 1 and Proposition 4, if we set a = 3 and s = b = k, we
get the following
Corollary 7.If M C Xy, |M| = n — 1, then the number of functions f € P¥, for
which Spr(M, f) = {3}, Rng(f) =k, and k € N, 3 <k, is greater than
k

| > (=1)°(8 + 37)1223°
(k> 6k a+B+y=k alBl(y1)267

(21)
3

REFERENCES

[1]I. Goop, J. GROOK. The Enumeration of Arrays and Generalization Related to Contingency
Tables. Discrete Math., 1977 (19) 23-45.

[2]D. ST. KOVACHEV. On the Number of Discrete Functions with a given Range. General
Algebra and Applications. Proceedings of the 59th Workshop on General Algebra, edited by K.
Deneke and H.-J. Vogel, Potsdam 2000, 125-134.

[3]D. ST. KOVACHEV. On the Number of Some k-valued Function of n Variables. Mathematics
and Education in Mathematics, Union of Bulgarian Mathematicians, 2001, 176-181.

[4]D. ST. KoVACHEV, I. D. GYUDZHENOV. On the Number of k-valued Functions with
Given Range of Their Subfunctions, Discrete Mathematics and Applications, Proceedings of
the sizth international conference, August 31-September 2, 2001, Bansko, Bulgaria, Edited by:
Sl. Shtrakov, K. Denecke, South-West University, Blagoevgrad, 2002, 119-124.

[5] R. P. STANLEY. Enumerative Combinatorics, Volume 1, Wadsworth, Inc. California, 1986.
[6(]M. V. MEN’sHIKOV, A. M. REVIAKIN, A. N. KoriLova, Yu. N. MAkArov, B. S.
STECHKIN. Combinatorial Analysis. Problems and FEzercises. Edited by K. A. Ribnikov,
Moscow, Nauka, 1982 (in Russian).

[7] V. E. TARAKANOV. Combinatorial Problems on Binary Matrices. In: Combinatorial Analy-
sts, Moscow, Moscow State University Publishing House, 1980, No. 5, 4-15 (in Russian).

[8] V. E. TARAKANOV. Combinatorial Problems and (0, 1)-matrices. Moscow, Nauka, 1985 (in
Russian).

South-West University, Blagoevgrad

Dimiter Stoichkov Kovachev

e-mail: dkovach@aix.swu.bg

Krasimir Yankov Yordzhev

e-mail: iordjev@aix.swu.bg, iordjev@yahoo.com

BUHAPHU MATPUII 1 HIKON KOMBUHATOPHU
IMPMNJIOZKEHNA B TEOPUATA HA K-ZHAYHUTE ®YHKIINUN

duvurbp C. KoBaueB, Kpacumup . ﬁopgxeB

B paborara e mokazaHo IpuIoKeHNeTO Ha OMHAPDHUTE MATPUIM B k-3HAaYHATA JIOTHKA.
OGekT Ha M3cieBaHe ca Kaacose OT k-3HaYHU (DYHKIUN U CBbP3aHU C TAX KOMOMHA-
TOpHHM 33/ia4u. VI3110/13yBaHu ca JoOKa3aTeICTBa CBbDP3aH C HaMUpaHe Oposi Ha HSKOU
KJIacoBe OuHapHU Marpury. [loydeHn ca U HSIKOM KOMOMHATOPDHM ThXKJIECTBA U He-
PaBEHCTBA, KOUTO OMXa IIPEJICTABIISABAJIN M CAMOCTOSATEIEH HHTEPEC.
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