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FINDING THE FRACTIONAL AND THE FRACTIONAL
BRANCHING DEPENDENCIES IN DATABASES®

Tsvetanka L. Georgieva

In the present paper the fractional and the fractional branching dependencies are
considered. Some properties of these dependencies are examined. An algorithm for
finding all fractional dependencies between a given set of attributes and a given
attribute in a database relation is proposed.

1. Introduction. Functional dependencies are relationships between attributes of a
database relation. The discovery of the functional dependencies that reflect the present
content of the relation is an important database analysis technique. The basic motivation
for discovery of the functional dependencies, which hold in the current instance of a
relation, is discovery of valuable knowledge of the structure of the relation instance.

The functional dependency requires the values in a given set of attributes to determine
uniquely the value in a given attribute. In [1] a branching dependency that is a more
general dependency than the functional dependency is introduced. The paper [2] contains
investigations concerning this dependency. The branching dependency allows to determine
the maximal number of the different values in a given attribute b corresponding to one or
more different values in a given set of attributes A in the relation. We obtain fractional
branching dependency by adding the requirement b functionally determined A. In case of
the fractional dependency we can determine the maximal number of the different values
in b, corresponding to p in number different values in the attributes of A, but we consider
only these values in b, that remain after the elimination of the values in b which lead to
the maximum for p — 1. This knowledge is additional information that may be useful for
analyzing the current content of the database.

In the present paper a fractional dependency and fractional branching dependency
are defined and some properties of these dependencies are examined. An algorithm
for finding all fractional dependencies between a given set of attributes and a given
attribute is proposed. The rest of the paper is organized as follows. In section 2 we
present a brief survey on the related work. In section 3 the task for discovering of
all fractional dependencies is formulated. In section 4 an algorithm for finding of all
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fractional dependencies is described. Some results from the execution of the algorithm
are represented.

2. Related work. The basic definitions and properties connected with the functional
dependencies in relational databases are represented in detail in [3, 5]. Some theorems
valid for functional dependencies are generalized to branching dependencies in [1]. Mo-
reover, some implications among branching dependencies are investigated. In [2] the
estimations for the minimal number of tuples in a relation that results the sets of
attributes, which (p, ¢)-depend on sets A of attributes are found. In [4] the task for finding
all branching dependencies between a given set A of attributes and a given attribute b is
considered. For that purpose, a minimum branching dependency is defined in a manner
that the validity of all branching dependencies between A and b can be established if all
minimal branching dependencies are known. Moreover, some properties of the branching
dependencies are examined that allow to prune some values of p and g during the search
of the branching dependencies between A and b and to create an efficient algorithm.

In the present paper the task for finding all fractional dependencies between a given
set A of attributes and a given attribute b is considered.

3. Fractional and fractional branching dependencies. Let R be a database
relation and let € be the set of attributes of the relation R. The number of the attributes
is |Q| = n. We say that the functional dependency (FD) A — B holds or is valid in R,
if for any two tuples r, s € R we have: if r(a;) = s(ax) for all a, € A, A = {aq,...,a;},
ACQ k=1,...,1, then r(b) = s(b) 3a Vb € B, B C Q. The branching dependency is
defined in [1] by the following way: we say that b (p, ¢)-depends on A if there are no ¢+ 1

tuples such that they contain at most p different values in each ax, € A, k =1,...,1, but
g+ 1 different values in b. We also say that (p, ¢)-branching dependency holds and write
(,9)
2T,

Let m be the projection operator, § be the duplicate-elimination operator and let

(p,16(mu(R))])
ACQbeQ,b¢ Aandlet 1 <p<qbe integers. We consider that A N b

is valid, if each |0(mp(R))| in number tuples with |§(m(R))| different values in b have
at least p different values in the attributes of A. In [4] we defined a minimal branching

(P,a)
dependency: we say that the branching dependency A —— b for 1 < p < ¢ is minimal,

(p.a1)
if for ¢ < |6(mp(R))| the dependency A % b does not hold for each g1 <gq, p<

|0(Tay,...a; (R))| and for ¢ = |6(mp(R))| the dependency A M b does not hold for each
p1 < p, where p, q, p1, q1 are integers.

Let o be the selection operator, >< be the natural join operator, v; = (v1, ..., vi)
be any element of the set (mq,,... 0, (R)) and da = |0(7ay,....a,(R))|, dp = |0(mp(R))|. We
suppose that FD A — b is not valid. We consider the following example:

Example 1. There are given d4 in number tasks. Each task is subdivided to several
subtasks. Each subtask can be used to conclude one or more tasks. The total number
of the subtasks is dp. The complexity of one task is determined by the number of its
subtasks. For each 1 < p < d4 we have to find the minimal number subtasks that we
need to conclude that there are p in number tasks with the maximal total number of
subtasks (i.e. with maximal complexity).

Finding the minimal branching dependencies can solve this problem.

216



We consider the following variant of the example 1: Each subtask can be used to solve
exactly one task.
This case corresponds to special type branching dependencies. We define these depen-
dencies by the following way.
(P,a) £b

Definition 1. A branching dependency A b is called fractional branching
dependency, if it is a minimal branching dependency and the functional dependency b —

A holds.

Proposition 1. We suppose that the functional dependency b — A holds and the
integers ci1,ca,...,Cd,, where
C = max{|5(7rb(aa1:w1 and...anda;=v;; (R;C)))|for 1= 1, e ,dA}7 k= 17 ey dA,
are sorted in descending order, i.e. 1 < cpy1 < ¢k, for eachk =1,...,da—1. If the value
¢k, 1s obtained for the values (vii,...,vk) of the attributes of A, then the relation Ry1 is
obtained by the following way: Ry = R, Ri11 = Ri\(Ri><my(00, —vpy and...andaj—vi (BE)))
fork=1,...,da. Then the set

FB— {A (Le)po b A (2,c14c2) 11 b A (p,c1tcat...tcp) fo )

where 1 <p<dy; 01+02+-~-—|—cp—db}

contains all fractional branching dependencies between A and b.

Proof. We apply induction on p. For p = 1 we obtain a valid fractional branching
dependency, since c¢; is the maximal number of the different values in the attribute
b, corresponding to the values in the attributes of A. We suppose that for p = k

(k,c1+co+...4ck) 5
BD A

b, obtained by the following way, is valid fractional branching
(k+1,c1+ca+...4crp1) o
dependency. We have to proof that for p = k+ 1, BD A b is also

valid fractional branching dependency. For this purpose, first we assume that it is not
valid, i.e. there exist ¢1 + co + -+ 4+ ¢k + cx+1 + 1 tuples with at most k& + 1 different
values in the attributes of A and ¢q +¢o + ...+ ¢k + cx41 + 1 different values in the

attribute b. We denote these tuples by 71, 72, ..., Te;Tet1, -+ 5 Tederyrs Tedenyi+1, Where

c=c1+co+ -+ cg. The tuples ri,79,...,7¢,Tcy1 are ¢ + 1 in number, consequently

they have at least k 4 1 different values in the attributes of A, since otherwise we obtain

contradiction with the induction assumption. Then, 7, j € {¢+ 2,...,¢c+ 1 + 1}

coincides in the attributes of A with some of the tuples r;, i € {1,...,c+1}, consequently

we obtain contradiction with the selection of some of the values c1,ca, ..., Cg, Crt1.
(k,9) 7o

On the other hand, if A b ¢ F B, then it is not valid, because if we suppose
that g # ¢1 + ¢c2 + - - - + ¢, then the considered dependency is either invalid BD, or it is
not minimal BD. Hence, it is not valid fractional branching dependency. [

Consequently, the values ¢x, k = 1,...,da can be obtained with SQL (Structured
Query Language) query from the following type:

SELECT COUNT(DISTINCT b) AS cy

FROM R

GROUP BY A1, .., Al

ORDER BY c, DESC
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We consider other variant of the example 1: Each subtask can be used to solve one or

more tasks. For each 1 < p < d4 we have to find the minimal number of subtasks that
we need to solve p in number tasks. Each p-th sequent task is selected such that for its
conclusion to remain the maximal number unsolved subtasks.

Finding the branching dependencies does not lead to desision exemplary problems of

this type that motivates the definition of other type dependencies.

Definition 2. We suppose that AC Q,beQ,b¢ A and 1 <p < g, are integers and

that the following conditions hold:

1. forp = 1, ¢1 < dp: there are no q1 + 1 tuples with equal values in the attributes

of A and q1 + 1 different values in the attribute b and qq is the minimal with this
property;

2. forp=2, qo < dy: each g2 + 1 tuples with q2 + 1 different values in b, that contain

q1-element subset with equal values in A and q1 different values in b, they have at
least 8 different values in A and q2 is the minimal with this property;

3. for 2 < p < da, gp < dp: each g, + 1 tuples with q, + 1 different values in b,

that contain g,—1-element subset with exactly p — 1 different values in A and qp—1
different values in b, they have at least p + 1 different values in A and q, is the
minimal with this property;

4. for q, = dy: each q, tuples with g, different values in b, that contain q,—1-element

subset with exactly p — 1 different values in A and qp,—1 different values in b, they
have at least p different values in A.

Then we say that (p,qp) fractional dependency between A and b holds and write

X

—

The central task we consider is with a given set A of attributes and an attribute b, to

find all fractional dependencies between A and b.

We suppose that ¢; = max{|0(my(0a,=v;, and...anday=v,, (R)))| for i = 1,...,da}, VD

contains these values in the attributes of A, for which the value ¢; is obtained, i.e.

218

v = {v; = (vj1,...,v;1), where (vj1,...,vj) € 0(Ta,,....a,(R))

and |5(7Tb(ga1:vj1 and...and a;=vj, (R))| =c1}.

We consider the tree T' with the nodes obtained by the following way (Fig. 1):
e the node (all, dp) is the root of the tree T’
e (vj,c1) for v; € VD are the nodes of the tree T' from the first level, i.e. the child

nodes of the root (all, dp);
For each element v; € V(1) we obtain the relation

R% = R\<R > <‘7rb(0a1:vj1and---andaz:vjz (R)))

We find the value of ¢, = max{|8(m(0a, —v;, and...andaj—v, (B3)))| fori =1,... da}.
We form the set Vj(2) = {v; = (vi1,...,vq), where (vi1,...,vq) € (Tay,....a (R;))
and [0(mp(Cay =iy and...anday=vy, (B3)))| = ¢4 }. Then, (v;, ), v; € Vj(2) are the child
nodes of the node (v, c1).

If (v, ck) is a node‘on leyel k, k > 2, then its child nodgs are obtained by using the
relat_ion Ry, = RI\(R;, D<17Tb(0a1:vjland...and_al:vﬂ (R3.))), by computing the value
of c,’C_H = max{|0 (7 (04, =vi1 and...anda;=v; (Rf€+1)))| fori=1,...,da}, by forming



the set V"™ = {v; = (vi1,...,va), where (vi1,...,vi) € 8(ma,,...a(R],,)) and

i i i k41
16(7b (T ay=viy and...and ay=vy (Rgvi»l)))l = c?chl}' Then (vz-,c;wrl), v € V;‘( i are the

child nodes of the node (vj, cx).
Since on each step some tuples of the relation are deleted, for each j there exists k;,
for which Rfcj = (), from where the leaves of the tree T are obtained.

(ali, ds) 9

vy, SL'/ Gale) T () 1
e O -y
Ohaed) A OReDChed o Whel
o o d d b

Fig. 1. Common view of the tree T, obtained by the described way

We suppose that ¢; = max{c}, for Yv; € Vj(Z), (vi, ) that is a node of T on the second
J
level}, then we consider the set of the nodes on the second level that contain this value

¢o and we find Vo = {v; for V(v;,ca),v; € Vj(z)}. We obtain the value c3 = max{cg for
J

V(vs, ) that is a child node of (v;,ca),v; € Va}, we find Vi = {uv; for V(v;,c3),v; € Vj(g)
that is a child node of (v;,c2),v; € Va} and so on, ¢, = mjax{cg, for V(v;, ¢]) that is a
child node of (vj,cp—1),v; € Vp—1}; V = {v; for Y(vs, ¢p),v; € ij(;n) that is a child node
of (vj,cp-1),v; € Vp1}.

(1,e1) (2,c1+c2) (p,c1tca+...4¢cp)
Proposition 2. ThesetB—{A = b, A bl b,..., A Z !

b, where 1 <p <da;ci+co+---+cp, = db} contains all fractional dependencies between

A and b.

Proof. We apply induction on p. For p = 1 we obtain a valid fractional dependency,
because ¢; is the maximal number of the different values in b, corresponding to the

values in the attributes of A. We assume that for p = k the dependency obtained by
(k,cr4cot...+ck) s
the described way A b is valid fractional dependency. We suppose that

71,72, ...,T¢,Tet1 are ¢+ 1 in number tuples with ¢ + 1 different values in b, which have
at least k+ 1 different values in A, where ¢ = ¢1 +c¢a+ - - - + ¢ and they contain (¢ — ¢g)-

element subset with exactly k& — 1 different values in A and ¢ — ¢, different values in b.
(k+1,c1+co+...4crpy1) . . .
We have to proof that for p = k+1, A b is also valid fractional

dependency. Therefore, we consider the tuples 71,72,...,7c, Teq1, -+ s Tetepins Tetenyrt1
with ¢+ cpy1 + 1 different values in b. If we assume that these tuples have at most k + 1
different values in A, then we obtain contradiction with the selection of some of the values

C1,C2y .+ Cky Clt1-
In the next step of the proof we assume that there exists a valid fractional dependency
(k,a) s
A— b ¢ B. If k € {1,...,p}, then there exists a valid fractional dependency
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(kye14cat.ter) s (k,a) s
b € B, hence, A ——— b is not valid. If the fractional dependency
(P,ds) (k.q)

i b € B is valid, then for p < k < d4 the dependency A !

b is not

valid. O

4. An algorithm for finding all fractional dependencies. In the algorithm
represented as Algorithm 1 we use the function Get BD_tree(R). This function creates
arelation R_ tree(Id, ay, ..., aj, ¢, l, Parent), that contains the described tree structure:
Id is unique identifier for the tuples in the relation R_ tree; c stores the values c1, ca, . . .,
cp; Il determines the level of the relevant node of the tree structure; Parent stores NULL
for the root of the tree and the value of the attribute Id of the parent of the relevant
node for the other nodes of the tree.

Algorithm 1
Input: relation R with a set of attributes ; chosen set of attributes A = {a1, ..., ai};
an attribute b, b ¢ A
Output: all fractional dependencies between A and b

1. R_tree = Get_ BD_tree(R)

2. ¢1 = me(opi=1(R_tree))
(1701)f
3. Output A —— b
4. p=2
5. ¢p = max{m.(opp=p(R_tree))}
6.g=c1+¢
(p.a) s
7. Output A —— b
8. Vitree, = T14(0vi=p and c=c, (R_tree))
9. While Viree, #
10.p=p+1
11. Cp = max{ﬂ—c(alvl:p and ParenteVitreep—1 (R_ tree))}
12.g=q+¢p
13. Output A (P9 b

14. Vtreep = 7"'Id(o'l'ul:p and c=cp and Parent € Vireep_1 (R_tree))

The temporary relation V(Id, ai, ..., aj, ¢, Wl Parent) is used in the following
function. The attribute Id has the seed value 1 and increment 1 for each inserted record.

Function Get BD _tree(R)
1. R_tree =
2.V ={(a; = NULL, ..., a; = NULL, ¢ = dp, lvl = 0, Parent = NULL)}

I o

3. k=
4 R, =R
5. While £ > 0
6. If O'Z'ul:k(v) 75 (Z)
7. idj — min{w;d(olvl:k(V))}
8.R_tree = R_tree Uorg—iq, (V)
9. (vj1,.--,Vj1) = Tay,....a, (O1d=ia; (V')
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10. V = V\Uld:idj (V)

11. R‘l]c-{-l_ = -Ric\(-RiC > <]7Tb(Ua1:vj1 and...and a;=vj (Ri»)

12. If Ric-i—l #0
13. Cljc—',-l = max{lé(ﬂb(o’a1zv?1 and...and a;=v;; (R?c-‘,-l)))l for i = ]., e 7dA}
14.V =V U{(vi1,...,vir,clyq, k4 1,id;), where (vi1,...,vi) €

5(77a1,...,al (Ri:-',-l)) and |5(7Tb(0'a1:vi1 and...and a;=v; (RZ;+1)))| = C‘Z;_,’_l}
15.k=k+1
16. Else k =k -1
17. Return R_ tree

By means of graphical interface the realization of the algorithm allows to select the
attributes in the left-hand side and the attribute in the right-hand side of the dependency
liable to analyzing (Fig. 2).

& Choice of Attributes and Showing the Results E”EWZ]

Salsct attnbubes in L5H Selectad sirbute: Salect attrbute in ASH

{AT}—2(1. 56)t—> B is walid
AT} —>(2, 59)f—> B is wvalid
(AT} —>(3, 60)f—> B is walid
AT} —3(4. 61— B is valid

AL, AZ. A3 Ad A5, AR AT} —>(1, 10)—> B is valid
{A1 A2 A3 Ad AR AR AT} —>(2, 19)t—> Bis valid
AL AZ, A3 A4 A5, AG AT}—>(3, 24)—> Bis valid
A1, A2 A A4 AB, AR AT} —>(4, 28j1—> B is valid -
{AL AZ AT, Ad A AB AT} —3{5. 32)i—> B is valid Lonnection
{A1, A2 AT, Ad A5, AB, AT} —>(B, 35)1—> B is valid
AL AZ. A3 A4 AB, A, AT —>(7, 38} B is valid
AT AZ A3 A4 AB. AB ATH—>(0. 41}—> Bis valid
AL AZ A, Ad AE, AE AT} —>(3, d4)i—> B is valid v

Fig. 2. Results for 1000000 tuples in the relation (da1 = 8; dx = 404231, X = {A4,..., A7})

A database relation with unknown structure is considered. The values of the tuples
in the attributes are randomly generated.

Analysis. Since we apply sorting that in the common case has complexity
©(da.logy da), the complexity of the algorithm is ©(p.da.logyda)), 1 <p <dj.

The algorithm is realized by using Transact-SQL with the purpose to increase the
performance. The executed SQL statements process the datasets to delete the tuples
that have to be excluded from the next considerations and computations.

5. Conclusion. Analyzing the dependencies between attributes existing in a given
moment allows revealing the valuable knowledge of the structure of the current instance
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of a relation. In the present paper the task for discovering all fractional dependencies is
considered. An algorithm for finding all fractional dependencies is described.
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HAMUWPAHE HA JPOBHUTE 11 IPOBHUTE PA3SKJIOHEHU
3ABUCMOCTU B BA31 OT TIAHHUAN

IiBeranka JI. I'eoprueBa

B nmacrostmara cratus e meduHmnpana gpoOHA 3aBUCHMOCT U JPOOHA PA3KJIOHEHA 3a-
BUCHMOCT. Pasriiesiany u mOKa3aHu ca HIKOW CBOMCTBAa Ha Te3W 3aBUCHMOCTH. lIpes-
JIOXKEH € aJI'OPUThM 33 HAMHUpPaHe Ha BCUYKU JPOOHU 3aBUCUMOCTH MEXKIY IaeHO
MHOKECTBO OT aTpubyTH W majieH arpubyT B pesaius Ha 6a3a JaHHH.
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