MATEMATUKA W MATEMATUYECKO OGEPA30OBAHWE, 2008
MATHEMATICS AND EDUCATION IN MATHEMATICS, 2008
Proceedings of the Thirty Seventh Spring Conference of

the Union of Bulgarian Mathematicians
Borovetz, April 2—-6, 2008

ON A CLASS OF BINARY MATRICES

Krasimir Yankov Yordzhev

In the paper is studied the set of all square binary matrices containing an exact
number of 1’s in each rows and in each column. A connection is established between
the cardinality of this set and the cardinality of its subset of matrices containing 1 in
the lower right corner. With the help of this result, a new proof of the I. Good and
J. Grook theorem is given. In connection with the first result a classification is also
made of square binary matrices containing three 1’s in each row and column and 1
in the lower right corner.

1. Introduction. A binary (or boolean, or (0,1))-matriz is a matrix whose elements
belong to the set B = {0,1}. By B,, we denote the set of all n x n binary matrices.

Using the notation from [12], we call Af-matrices all n x n binary matrices in each
row and each column of which there are exactly k ones.

Let us accept the associative operations ” +” and ” -7 in the set B = {0,1} to be
defined as: 0+0=0,140=04+1=141=1,0-0=1-0=0-1=0,1-1=1.
Let the scalar product of two vectors (defined by the n-tuple) with elements from B be
determined by the operations thus introduced. Let us accept that in B, the common
definition for the operation of matrix product as a scalar product of the corresponding
row vector and column vector is determined by the operation of scalar product introduced
above. Considering all this, B,,, along with the operation matrix product, is a semigroup
that is isomorphic to the semigroup B(M) comprising all binary relations in a set M,
where |M| = n < oo (see for example [5]).

Let us consider the following combinatorial problem:

Problem 1. Find the number of all binary relations w € B(M), |M| =n < oo, such
that for all a € M the equation
{z e M| (a,2) cw}| =z e M| (x,a0) €w}| =k,
is correct, where n and k are positive integers.

Using the language of graph theory (see for example [1] or [4]) problem 1 is equivalent
to

Problem 2. Find the number of all bipartite graphs G = (V1 U Vo, E), such that
[Vi| = |V2| = n and each vertex is incident with exactly k edges.

Clearly, problems 1 and 2 can be reduced to the following

Problem 3. Find the number of all n X n matrices containing exactly k 1’s in each
row and each column, i.e. the number of all AX-matrices.
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The goal of this paper is to consider certain special cases of problem 3.
Let us denote the number of all AX-matrices with An k-
The following formula is proved in [10]

n!)?
(1) An = > SR
2x2+3x3+-+nr,=n H x,-!(QT)zT
r=2
One of the first recurrence formula for calculation of A, 2 appeared in [2]:
1

>\n,2 = in(n - 1)2 [(271 - 3)/\(71_2),2 + (Tl - 2)2>\(n—3),2} for n > 4

M2=0, dpo=1 MA32=6
Another recurrence formula for the calculation of A, 2 occurs in [4]:

—1)2
W)\(nfg)’g for n>3

(2)

3) A2 = (n—1)nA_1)2 +
A2=0, Ap=1
The following recurrence system for calculation of A, 5 is put forward in [9]:
Ant1y2 =n(2n—1)An 2 + n*X(_1)0 — Ty for n > 2
(@) | w1 = ZO=DU8(n — 2)(n — 3)A_zy2 + (0 — 2)A(n_sz)2 — 4mn 1] for n >4
AM2=0, Ao=1, m=mp=m3=0, my=9
where 7, denotes the number of a special class of A2-matrices.
For the classification of all non defined concepts and notations as well as for common

assertion which have not been proved here, we reffer to [1, 6,8, 11].
2. On a partition of the set A*. Let us introduce the notations:

(5) AR = [{A = (ay) € AE| ann = 1}]

(6) AT = {A = (aiy) € Aj] ann = 0}
Obviously,

(7) AR QAT =0 and AFTUAFT = AF

in other words, {A¥* A¥~} represents a partition of the set A% .
We set:

(®) )‘:Lr,k = |Afz+|

) Aok = AL

Formula (3) occurs for the first time in [3]. It has been deduced in a manner applicable
only to the calculation of the number of the A%2-matrices. The method for obtaining of
the recurrence relation (3) which we offer and which we describe in Section 3.1 is closer to
the discovery of the analogical formula for values greater than k. In this case, k represents
the number of units in each row and each column of the respective square matrices. The
method is based on the following assertion:

Theorem 1. The equation
—k
(10) XiT = TN
where )\;'{’k and A, ;. are given by formulas (8) and (9), respectively, holds true.
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Proof. Let A and B be Ak-matrices. We say that A and B are p-equivalent (ApB), if
the removing of the columns ending in 1 results in equal n x (n — k) matrices. Obviously,
p is an equivalence relation. We use p4 to denote the set of elements to which A is related
by the equivalence relation p.

Let A = (a;;) be a Af-matrix. Let us denote by p* the number of all matrices p-
equivalent to A in which the element in the lower right corner is equal to 1 and by p~ the
number of all matrices p-equivalent to A in which the element in the lower right corner
is equal to 0. Let Kj,, Kj,, ..., Kj, be the row-vectors of the matrix A with 1 in the final
position. The set J = {j1,ja2,...,Jjr} is partitioned into subsets J., r = 1,2,...s, such
that j,, and j, are part of the same subset if and only if K;, = K, . It is easy to prove

S

that J = U Jr and J, N J, = 0 for u # v. We set k. = |J.|, 7 =1,2,...,s. Obviously,

r=1

(11) ki +ko+ -+ ks =k
Let C be the n x (n — k) matrix which is obtained from A by removing the columns
Kj,, Kj,, ..., Kj,. In this case, with the help of the different ways of adding new columns

to C, we obtain all elements of the set p4. Let us first add k7 columns which equal to
those columns of A whose numbers belong to the set J;. This can be done in (”J;Tkl)
ways. We can then add ks equal columns in (”7]“2];1”“2) possible ways. These equal

columns are also equal to the columns in A with number tags from Js, etc. Therefore,
pal (nk+k1><nk+k1+k2> <nk+k1+k2+---+ks>
4l = =

k1 ko ks
(n\(n—ks\ [ n—ks—ks1 n—ks—ks1—ks a2+ +k\
<k8)<ks—1 >< ks—2 )< ki >
B nln —k)l(n —ks —ks—1)!---(n — kg —ks—1 — -+ — ka)! _
klin —k)ks—1!(n — ks —ks—1)! - k1l(n — ks —ks—1 — -+ — ko — k1)!
n!
Tkl kyl(n — k)
. _ _ (n—1)! L
Analogically, for p~ we get p~ = T having in mind the fact

that we cannot add new columns after the last column of matrix C.
For pt we obtain the equation:

2 lpal—p = n! B (n—1)! B k(n —1)!
P PAlTl =l ltn — k)L ktkal - kol(n— 1 — k) Kylkal- - kyl(n — k)
- —k —k
Then, p_+ - n T ie. p- = n 3 pt. Summing over the equivalence classes, we
p

arrive at the equation we had to prove.

By means of equations (5) + (9) and theorem 1, we get
Corollary 1.

n—k
(12) Ak =N+ A=A+

k

+ +
)‘n,k - n,

n
Pl

3. Some applications. Theorem 1 and Corollary | are useful because they facilitate
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the calculation A¥* as compared to that of all AX-matrices.

3.1. A different proof of the I. Good and J. Grook theorem. Using Corollary
1 in order to obtain a formula for the n x n binary matrices, it is enough to find a formula
for )\:;2. We can do this with the help of the following

Theorem 2. Ifn > 3, then
)‘7—5,2 =2(n—1DAp_1)2 +(n — 1)2>‘(n—2),2~

Proof. Let A = (a;;) be a A2_;-matrix. The matrix A gives rise to the A%-matrix
B = (bi;) in the following manner: We choose p, ¢ such that a,, = 1. This can be
accomplished in 2(n — 1) ways. We set bpq =0, by, =bng =bpn =1, bjy, = b, ; =0 and
bij = aij for 1 <i,j <n—1,i+#p,j# q.Itis easy to see that B is a AZ-matrix with 1 in
the lower right corner. Besides, p and ¢ can be identified uniquely through B and matrix
A can be restored. Consequently, )\:;’2 =2(n — 1)A\(n—1),2 + t, where ¢ is the number of
all A2-matrices containing 1 in the lower right corner, which cannot be generated in the
manner described above. These are A2-matrices. B = (b;;) for which there are p and ¢
such that b,q = bpg = bpn, = b, = 1 and these are the only 1’s (2 in each row and
column) in rows with number p and n and in columns with number ¢ and n. In this case,
however, removing rows with numbers p and n and columns with numbers ¢ and n, we
obtain a A2_,-matrix. On the contrary, each A2_,-matrix gives rise to a AZ-matrix by
inserting two new rows, their numbers are p and n, and two new columns, their numbers
are g and n, with 0 everywhere except for the places of intersection. Since p and ¢ vary

fromlton—1,t=(n— 1)2)\(n_2)72. This proves the theorem. O
Applying Theorems 1 and 2 we obtain:

Theorem 3. [3] The number of all n x n square binary matrices with exactly two 1’s
in each row and each column is given by the next formula:

(n—1)%n

Ang2 = (n — 1)Tl>\(n—1),2 + 3

A2=0, Xpo=1

Am—2),2 for n>3.

3.2. On the number of A?-matrices. The following formula gives an explicit way
for the calculation of Az(n) offered in [3]:

n'? < (=1)°(8 + 37)!12437
e > Al Bl 1267 ’
(n+2)(n+1)

(13) As(n)
where the sum is wide-spread over all the solutions in nonnegative integers
of the equation a + 3 + v = n.

As it is noted in [7], the formula (13) does not give us good opportunities to study
the behavior of A, 3. The aim of the current consideration is to go one step closer to
a new recurrence formula for the calculation of A, 3, which could help to avoid certain
inconveniences results by the use of formula (13).

Let X = (zi;) € A3" and all 1’s in the last columns and in the last row be respectively
the elements s, Tt ns Tnps Tngs Tnn, Where s,6,p,g € {1,2,...,n—1}, s #t, p#q. X
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denotes the 2 x 2 submatrix
(14) X = Top Tea ),
Ltp  Ttq

The set A3t is partitioned into the following nonintersecting subsets:

s | = 11
3+ —
X en? X(l 1>}

(15) A, =

gy | = 0 1 10 1 1 1 1
oo m = {rearfe{( 1)1 1) (0 1)-(1 o)}
(17) T, = {XeAfj f(e{(i 8)(8 1)}}
= 1 1 0 0
w s = frearlre (D)0 0
(19) E, = {XeA‘fj X’e{(é (1’)<(1’ é)}}
gy | = 1 0 0 1 0 0 0 0
ez = {xear|te{( o). (00)(V0) (o 1)}
> 0 0
(21) H, = {XeAf;+ X:(O 0)}
We set
Qpn = |An|a Bn = |Bn|7 Tn = |Fn|7 On = |An|;
(22) €n = |En|7 Cn = |Zn|7 Tin = |Hn|
Obviously,
(23) Tn = 0n
and
(24) >‘7+L,3:O‘n+ﬁn+7n+5n+€n+6n+7]n~

Theorem 4.
3(n—1)3n -8
)‘:,3 = —( )2( ))‘(n—l),3 + an + Bn + 29 — M.
Proof. Let Y = (y;;) € A3_,. In Y we choose two 1’s not belonging to the same
row or column. Let then these be the elements y,, and yq, s,t,p,q € {1,2,...,n — 1},

3n—=1[[B(nr—-1)-5 3n—1)(3n—8
s # t, p # q. This can happen in (n= DB -1 ]: (n —1)(@3n )Ways. The

1’s, thus selected, are turned into 0’s and in Y in the last place one more column (number
n) and one more row (number n) is added, so that Ysp = Yin = Ynp = Yng = Ynn = 1 and
Yin = Yn; = 0 for i ¢ {s,t,n}, j ¢ {p,q,n}. Obviously, the matrix, thus formed, belongs
to one of the sets E,,, Z,, or H,. B

On the contrary, let X = (z;;) be a matrix from E,, or Z,,. Then X has unique zero
diagonal whose elements we turn into 1’s and remove the last row (number n) and the
last column (number n). In this way a A3 _;-matrix is generated.

n—1
Let X = (z;;) € H, and X = ( Tsp Tsq > = < 00 ) We select one diagonal of
Ttp Ttq 0 0
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X and turn 0’s of this diagonal into 1’s. Then we remove the last row (with number n) and
the last column (with number n). We get a A3-matrix. Consequently, two H,,-matrices
correspond to each A3-matrix. Then,

3(n—1)(3n —8)

)‘:,3 = 5 A(n—1),3 = M + 1,
where t = ay, + B, + Y + Ip. Considering (23) and (24), we prove the theorem. O
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BbPXY EJNH KJIAC BUHAPHU MATPUIIN

Kpacumup fHKOB ﬁopameB

B paborara e pasriiejaHo MHOXKECTBOTO OT BCUYKHU KBaJIpaTHU OMHAPHU MAaTPHUIH C
TOYHO Kk €IMHMIM Ha BCEKM pes U BCeKH cTbjb. IlosytueHa e Bpb3Ka MeXKJy MOII-
HOCTTA Ha TOBA& MHOYXKECTBO M MOIIHOCTTa HA HErOBOTO MOJMHOXKECTBOTO OT MATPUIIM
C eJIMHUIA B JOJHUS JeceH brbj. C moMorira Ha MOJIyYeHUs PE3YJITAT € MPeJIoXKe-
HO HOBO JoKazaresicrBo Ha TeopeMa Ha I. Good u J. Grook. BbB Bpb3Ka ¢ mbpBus
pe3y/Tar e HalpaBeHa U eJHa KJiacudUKalis HA KBAJIPATHUTE OUHADHU MATPHUIU C
TOYHO TPU €IWHUIM HA BCEKH PEJ| U BCEKU CT'bJIO M €UHUIA B JIOJTHUS JECEH bI'bJI.
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