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Mihail Konstantinov, Petko Petkov

We describe some efficient perturbation techniques for algebraic matrix equations.
Among them are improved first order perturbation bounds, the method of equivalent
operators and the technique of Lyapunov majorants combined with application of
fixed point principles.

Introduction and notation. The sensitivity of computational problems is a major
factor determining the accuracy of computations in machine arithmetic. It may be
revealed and taken into account by the methods of perturbation analysis [14, 6]. Below
we consider the technique of Lyapunov majorants for perturbation analysis of algebraic
matrix equations F(A, X) = 0 arising in science and engineering, where A is a matrix
parameter and X is the solution.

We shall use the following notations: i := y/—1 — the imaginary unit; R™*" and
C™*™ — the spaces of m x n matrices over the field of real R and complex C numbers;
R"™ = R"*! I, —the identity nxn matrix; A, AT and A" = A"~ the complex conjugate,
the transpose and the complex conjugate transpose of the matrix A, respectively; vec(A)
— the column—wise vectorization of the matrix A; A ® B — the Kronecker product of the
matrices A and B; ||+ || — a vector or a matrix norm; || - ||r and || - ||2 — the Frobenius norm
and the 2-norm of a matrix or a vector, respectively; V,, € R" xn® _ the vec—permutation
matrix such that vec(Z ") = V,,vec(Z) for Z € C"*". The relation § = 0 (§ = 0) means
that the real vector ¢ has positive (non-negative) elements, while the notation ‘:=’ means
‘equal by definition’.

Improved first order perturbation bounds. Suppose that the data A in the
matrix algebraic equation
(1) FAX)=0
in X is an m—tuple of matrices A = (A1, Ao, ..., A.,). Let these matrices be perturbed as
A; — A;+E;, and let X +Y be a solution of the perturbed equation F(X+Y, A+ E) =0,
where E = (Eq, Ea, ..., E,,). Using the Fréchet derivatives or pseudo-derivatives of the
function F' it is usually possible to derive expressions of the form y ~ z := 221 L;e;,
where y = vec(Y), e; := vec(E;), and L; are easily computable matrices. We note
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that [|Y]|r = ||lyll2. Let || E;||p < d;, where & := [§1,82,...,8,,] € RT is a given non-
negative vector. For most problems we have ||z — y|| = O(||6]|2), § — 0, and hence ||z|2
approximates ||Y||r up to first order terms in ||d||.

Now the problem is to find a bound from above for ||z||2 as a function of §, where the

matrix L := [Ly, Lo, ..., L] is considered as a parameter.

The first estimate is ||z||2 < est1(L;d) = est1(L1, Lo, ..., Lim;d1,02,...,0,), where
est1(L;6) := > i, K;0; and K; := ||L;||2. This is a condition number based estimate
since K is the absolute condition number of the problem relative to A;.

Another immediate estimate is ||z||2 < esto(L;d) := || L||2 ||0]|2- A third easily compu-
table estimate [11] is ||z]|2 < est3(L;0) := Vd TS0, where the elements s;; of the matrix
S = [s45] € RT™™ are defined from s;; := HLiHLjHQ-

It may be shown that ests(L;d) < est;(L; ). Hence we have the perturbation result.

Theorem 1. The following improved estimate is valid
(2) Iz]l2 < est(L;¢) := min{esta(L;d), est3(L;0)}.

An interesting case arises in complex Lyapunov and Riccati equations, say
(3) Ay + A X + X AR =0,
where Ay, Ay € C"*" and X € C™*". Suppose that \;(A2)+\;(As2) #0,4,7 =1,2,...,n,
where \;(Az) are the eigenvalues of the matrix Az counted according to their algebraic
multiplicities. Under this assumption the matrix Ay := I, ® As+ A2 ® I,, € C™**"° of the

linear operator X +— Ay X + X Al is non-singular and equation (3) has a unique solution
X. Moreover, if Al = A; then X" = X as well.

Let the coefficients and the solution of equation (3) be perturbed as 4; — A; + E;,
X — X 4Y, where |E;||r < d;, i = 1,2. Denote e; := vec(E;) and y := vec(Y). Setting
Az := A we see that e3 = €. Thus the perturbations e and e3 are not independent
and a special technique to find tight perturbation bounds must be applied [7, 6]. The
perturbed version of equation (3) is

(4) A+ B+ (A + E)(X +Y) + (X +Y) (42 + Bo)T =0.
It may be shown that the inequality d2 < 09 := 0.5 || Ay || " is sufficient for equation (4)
in Y to have a unique solution. This condition is also “almost necessary” in the sense

that for do = d9 the perturbed equation may have no solution or may have a variety of
solutions.

It follows from (4) that y = z + O(||§]|?), 6 — 0, where z := Lie; + Laes + L3és
and Ly = —Ao_l7 Ly = Li(XT®1,), Ly := Li(I, ® X)V,,. Here the function ey ~
Loesy + Lse, in the expression for z is neither linear nor differentiable (it is additive but
not homogeneous). Such functions and their norms have been studied in [6].

We have the inequality ||z]|2 < est(L1, La, Ls; d1, 02, 62) but this estimate is not tight
enough. Instead, we may derive an improved estimate as shown below. Let L; := L;p +
iL;1, ex := ero +iep1 and z := zg +1iz1, where L;;, er; and z; are real. Denote by

Z e
Ro= 0 , eﬂ,f = K| e r2n
21 €K1
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the real versions of the vectors z and ey, see [6]. Then we have 2R = Mleﬂf + Mge]§, where

Lig —Li Log+ L3g L31 — Lo 2nx2n
5 M = , My = eR ",
5) ! { Ly Lo } 2 { Loy + La1 L2 — Lso

Now since ||2%|2 = ||z||2 we have the improved estimate
(6) I2]l2 < est(My, Ma; b1, 65)
of type (2) which is better than the previous one.

Equivalent operator equation. Consider again the algebraic matrix equation (1)
in X, where the matrix coefficients A; are subject to perturbations A; — A; + E;, and
let X +Y be the solution of the perturbed equation
(7) F(A+E,X+Y)=0, E:=(E1,Es,...,E,).

Suppose that the norms of the perturbations satisfy || E;||r < &;, where §; > 0 are
given quantities. Then the aim of norm—wise perturbation analysis is to estimate the
norm ||Y||p of Y as a function of the perturbation vector & := [61,02,...,dm]" € R,

Under some differentiability conditions for F' the perturbed equation (7) may be
written as an equivalent operator equation Y =II(E,Y’), where

I(E,Y) = —Fy'"(A4X)(Fa(A X)(E)+ G(A X,E,Y)),

G(A,X,E,Y) = F(A+E,X+Y)-F(A,X) - FA(AX)(E) - Fx(4,X)(Y).

In turn, the matrix equation Y = II(E,Y’) may be transformed into the vector equation
y = P(e,y), where y := vec(Y), e := vec(E) and P(e,y) := vec(Il(vec~t(e), vec™1(y))).

Further on, it may be shown that the operator P(e,-) transforms into itself a small
set B, of radius p = f(4) vanishing together with ¢. Thus according to the Schauder fixed
point principle, there is a small solution for Y with ||Y||r < f(8). The last inequality
is the desired non—local perturbation estimate. This mechanism is described in the next
section.

Lyapunov majorants. The technique of Lyapunov majorants goes back to the
monographs [12, 2|. Of course, the first to use this technique was A.M. Lyapunov [13], see
also [4]. Further developments on this subject may be found in [6]. Lyapunov majorants
used in this paper are functions (4, p) — I(J, p) described in the next three definitions.

Definition 2. A function ] : RT' xR, — R is said to be of class Lyap if it is continuous
and non—decreasing in all its arguments, conver and differentiable in p and satisfies the
conditions 1(0,0) = 0, and [7,(0,0) < 1.

Consider again the matrix operator equation Y = II(E,Y) for the perturbation YV
together with its vector counterpart y = P(e,y), where A = (A1, As,..., Ap) and E =

(E1,Es,...,Ep), and let § := [61,02,...,6,] " be a given non-negative vector.
Definition 3. The function [ : R x Ry — R, defined by the relation
10,p) = max{|[II(E,Y)[e: [[Eille < b, [Yle < p}

= max{[|P(e,y)ll2 : lleill2 < &, [[yll2 < p}
is said to be the exact Lyapunov majorant for the operator Il in the Frobenius norm.
It may be shown that the function [ from Definition 3 is of class Lyap. Moreover,
for operators II associated with non-linear algebraic matrix equations this function is
non-linear and strictly convex in p.
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Usually it is impossible to construct explicitly the exact Lyapunov majorant /. Instead,
we use an easily computable function h which majorizes I in the sense that h(d, p) >
1(6, p)-

Definition 4. A function h: RT x Ry — Ry of class Lyap such that h(, p) > 1(6, p)
is said to be a Lyapunov majorant for the operator I in the Frobenius norm.

The technique of Lyapunov majorants is based on the majorant equation

(8) p=h(d,p)

for determining p as a function of 4. Denote by A C R’ the (non-empty) set of all
d € R such that equation (8) has a real non-negative solution. Since h is of class Lyap
the set A has a non—empty interior A° and for § € A equation (8) has one or two
solutions p1(0) < p2(d) depending continuously on §. Denoting f(0) := p1(d) we see that
the solution f(§) is small in the sense that the function f : A — R is continuous and
f(0)=o0.

When the function h(d,-) : Ry — Ry is strictly convex for § > 0 fixed, the boundary
of the domain A consists of the non-negative coordinate semi-planes in R* and the
surface ¥ is defined by the condition that equation (8) has multiple roots. The surface
¥ has codimension 1 in the set R of the perturbation vectors ¢. To obtain ¥ we should
eliminate p from the system of two equations p = h(d, p) and 1 = d(9, p), where d(J, p) :=
Oh(6, p)/0p.

When the function h is affine in p, i.e. h(d,p) = ao(d) + a1(d)p then equation (8)
has the unique solution f(8) = ao(d)/(1 — a1(d)) provided a;(d) < 1. The last inequality
defines the domain A. Here the set A is not closed.

Consider now the more interesting case when the function A is non-linear (and hence
strictly convex) in p. We may summarize our observations for this case as follows.

Theorem 5. Let the Lyapunov majorant h be non-linear in p. Then
(i) the domain A C R} has a non-empty interior A°;

(ii) for 6 € A the majorant equation (8) has a small solution p1 = f(J) such that
the function f : A — Ry is continuous, non-decreasing in all its arguments and

f(0)=0;
(iii) for & € A° the majorant equation (8) has two positive solutions p1(d) < p2(9);

(iv) for the points 6 € 3 on the boundary of A it is fulfilled p1(0) = p2(p).

Denote B, := {y : |lyll2 < p}. For § € A and |jyll2 < f(§) we have |II(E,Y)||r =
|P(e,y)ll2 < f(0). Thus the operator P(e,-) transforms the set By sy into itself. Hence,
according to the Schauder fixed point principle, there is a solution y € By ) of the
operator equation y = P(e,y). As a corollary we have the following important perturba-
tion result.

Theorem 6. For § € A, the perturbed equation (7) has a solution satisfying the
non—local non-linear perturbation estimate ||Y||r < f(0).

Hence the inclusion § € A guarantees that the perturbed equation (7) is solvable and
that the estimate |Y]|r < f(d) is rigorous.
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In practice the domain A is not constructed explicitly. Rather, the inclusion § € A is
verified directly by checking a few explicit inequalities.

We note finally that for systems of matrix equations the resulting Lyapunov majorant
is a vector valued function.

Linear equations. For linear matrix equations the Lyapunov majorant is affine in p,
namely h(d, p) = ag(d) +a1(d)p, where the functions ag, a; are non—negative, continuous,
non—decreasing in 0 and satisfy ao(0) = a1(0) = 0. Actually, these functions are of type
est, described in Theorem 1. The domain A here is defined by the inequality a;(d) < 1
and is not closed. The perturbation estimate is
IY]le < L@)

Consider again equation (3) and its perturbed version (4). The equivalent vector
operator equation for the perturbation y = vec(Y’) here is

Yy = P(@, y) = L161 + LQ@Q + L3EQ + leec (EQY + YEQH) .
Therefore the Lyapunov majorant h is defined by
[P(e,y)ll2 < k(6 p) = est(My, Mz; 61,62) + 2[|L1|[262p, [yll2 < p,

where the matrices My, M are given in (5). For d; < 69 := 0.5||Ly||;* the majorant
equation p = h(J, p) has a unique solution p = f(d). This result may be formulated as
follows.

al(é) < 1.

Theorem 7. Let §; < 63. Then the perturbed version (4) of the Lyapunov equation
(3) has an unique solution' Y so that the perturbation estimate

est(My, Ma; 01, 02)
Y — < f(4) :=
1Y [le = llyll2 < £(5) 1— 2Ly 205

holds true.

Quadratic equations. Perturbation analysis of algebraic matrix quadratic equations
has been done by many authors, see for example [9, 10, 5, 15|, the monograph [6] and the
references therein. For quadratic matrix equations @ + Zl A; XB;+ Zk Cv XD XEp, =0
the Lyapunov majorant is quadratic, h(6, p) = ao(8)+a1(d)p+az(8)p?, where ag(d), a1 ()
are expressions of type est(L; d). Hence the majorant equatlon 1s ag (8)p? — (1 - a1 (0)p+
ao(6) = 0 and the domain A is defined by A = {0 € R : ) + 2+/ap(0)az(0)} < 1}
(note that here A is a closed subset of R7"). Thus we have estabhshed the following result.

Theorem 8. For § € A, the corresponding perturbed matrix quadratic equation has a
solution X +Y such that Y satisfies the non—local perturbation estimate

o 20,0(5)
¥l < ) = S T T = O = daa@)aa(d).

Consider, for example, the matrix equation
F(A,X) = A1 +A2X +XA3 +XA4X = 0,
where A7 € C™*" Ay € C™*™ A3 € C"*", Ay € C™*™ are given matrix coefficients

and X € C™*" is the solution. Let the matrices A; be perturbed to 4; — A; + E; and
X +Y be a solution of the perturbed equation F(A+ E, X +Y) =0.
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After elementary calculations, the perturbed equation can be written as

(A + XA)Y +Y(As+ AyX)=—-Fy — E- X — XE, — XE X
— EY —YE; — XE)Y —-YE X —Y(As + Ey)Y.
Suppose that the linear matrix operator H : C™*"™ — C™*" (the Fréchet derivative
Fx (A, X)), defined by H(Y) := (As + XA)Y + Y (A3 + A4 X), is invertible. This is
equivalent to the assumption that the matrix H := I,, ® (As + X Ag) + (A3 + A4 X)T ®
I, of H is non-singular. Then we may rewrite the vectorized perturbed equation as
y = Ple,y) = Pi(e) + Px(e,y) + Ps(e,y), where y := vec(Y), e := [e] ,eq,e4,¢e]]",
ey := vec(Ey),

P (6) = Lyey + Loes + Lses + Lyey,
Py(e,y) = Livec(E2Y +YE3)+ Lovec(Y Ey) + Lavec(ELY),
Ps(e,y) = Livec(Y(As+ EL)Y)

and Ly := —H™ ', Ly = Li(X'®1I,), Ly :=Li(I, ® X), Ly:= L1 (X" @ X).

Remark. For notational convenience, we use the same symbols L; for matrices
different from these already used for the case of linear matrix equations; this will again
be done in the case of fractional-affine equations.

Suppose that ||y|l2 < p. Then it follows from the expressions for Pj, that
[Pi(e)llz < ao(d) := est(Lu, La, L3, La; 61, 02, b3, 0a),
9) 1P2(e;y)lla < pai() := pest(L, Lz, Ls; 62 + 03, 64, 04),
1Ps(e;y)ll2 < p*az(6) = p?||Lal2(]| As]l2 + 64).
Thus we have the following result.

Theorem 9. The perturbation estimate for Y in Theorem 8 is valid, where the ex-
pressions ax(0) are determined by (9).

Higher degree equations. Matrix algebraic equations (1) involving r-th degree
expressions (r > 2) in the solution X give rise to Lyapunov majorants

T
hr(67 p) = Zak(é)pkv §:= [51; 527 AR 5m]T € RT?
k=0
which are polynomials in p > 0 of degree r. Here aj are continuous non—negative non—
decreasing functions in ¢ of type est (see Theorem 1) or polynomials in § with non—
negative coefficients satisfying the conditions ag(0) = 0, a1(0) < 1 and a,(§) > 0 for
some § > 0. In what follows we suppose that § is small enough in order to guarantee
the inequality a;(d) < 1 since for a;(d) > 1 the majorant equation p = h,(d, p) has no
positive solutions.

Under these conditions and for small § the majorant equation in p has a small positive
solution f,.(9) such that the Frobenius norm ||Y||¢ of the perturbation Y in the solution
of the perturbed matrix equation (7) is bounded by the quantity f,.(6). The function f,
is continuous, non—negative, non—decreasing in all its arguments and satisfies f,.(0) = 0.
Moreover, the bound [|Y||g < f,.(9) is valid for § € A, C R, where A, is the domain of
all § for which the majorant equation has non—negative roots.
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The boundary JA, of the domain A, is defined by the pair of equations p = h,.(d, p),
1 =4d, (6, p) and the inequality ¢ > 0, where d,.(4, p) := 9h,(4, p)/Op. Hence for 6 € OA,
either the discriminant of the algebraic equation ag(8) — (1 — a1(8))p + az(p)p® + -+ +
a-(8)p" =0 in p is zero or o = 0 for some k =1,2,...,m.

The domain A, has a non-empty interior A2. In particular the inclusion § € A?
implies ¢ > 0.

In general, there is no convenient explicit expression for f,.(§) when r > 2. Therefore
the problem is to find a tight easily computable upper bound ﬁ(é) for f,.(9). For this
purpose and for small § the r—th degree Lyapunov majorant h.(d, p) is replaced by a
second degree Lyapunov majorant i, (8, p) := ao(8)+a1(6)p+by(6)p? such that k. (5, p) >
h. (6, p) for p € [0,7(5)]. Here 7(J) is a certain quantity which is positive for § > 0 and
satisfies the inequality h,.(§,7(6)) < 7(0). Note that the first two terms in the expressions
h,(8, p) and h,(8, p) coincide which guarantees that the use of hy (8, p) instead of h,(6, p)
will produce a tight perturbation bound.

Denote by ﬁ(é) the small solution of the new majorant equation p = ﬁ,.(é, p). Then
we obtain the perturbation estimate

(10) Y[ < £(5) : 2a(9)

1 ai(8) + /(T = a1(9))? — dao(8)b, (9)
provided a; (6)+2+/ao(0)b,(0) < 1 and f,.(8) < 7(6) (or, equivalently, h,.(8, 7(6)) < 7(5)).
We stress that ag(8) = O(||8]|), § — 0. Then both quantities f(5) and f,(6) have

asymptotic expansions ag(d)/(1 — a1(0)) + O(||8]|?), § — 0. Hence we have the following
result.

Theorem 10. The asymptotic relation f,(8) = fr(8) + O(||6]|2), § — 0, takes place.

To find h, (8, p) and 7(8) we proceed as follows. For any 7 > 0 and p < 7 we have

he(8,p) < gr(6, 7, p) = ao(8) + a1(6)p + B, (5,7)p°,
where

(11) B,(8,7) = as(8) + z_j s (6)7F L
k=2

Let 7(d) be a positive non—decreasing expression in ¢ and p < 7(4). Then we may
find a bound from above for 5,.(4,7(9)), e.g. b.(6) > B-(6,7(d)), and use it in the
estimate (10). Choosing different expressions 7(J) we obtain different bounds b,(4) for
Br(0,7(0)), different Lyapunov majorants iAL,«((S, p) and, as a result, different bounds ﬁ(é)
for [|[Y||r. An useful observation here is that if the majorant equation p = h,(d, p) has
positive solutions, then the small solution f,.(§) does not exceed the value of p, where
d.- (9, p) reaches 1.

Consider the equation 1 = d,.(6, p), i.e.

(12) 1= (k+ a1 (5)p",
k=0

in p. We have d,(0,0) = a1(d) < 1 for § sufficiently small and d,(6,p) > 1 for e.g.
p > (ra,(6))"0=7) and any § > 0. Hence for small § > 0 there is a unique positive
solution p = 7,.(0) of equation (12). We stress that the solution 7,.(6) may exist even when
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the majorant equation p = h,.(d, p) has no positive solution. But if the majorant equation
has positive solutions p1(d) < p2(0) then p1(d) < 7:(0) < p2(d) and h,- (5, 7-(9)) < 7(0)
by necessity.

It is clear from the above considerations that we may replace the quantity 7(4) by
7,.(8) or by some larger quantity. Furthermore, the terms aj,1(0)7F*~1(8) in (11) are
bounded from above by suitable expressions, thus obtaining a new quadratic Lyapunov
majorant. Below we describe this technique in more detail.

The case r = 3. Here 73(d) can be computed directly from the quadratic equation
3a3(8)p? + 2a2(8)p — (1 —a1(8)) =0 as
1—
(13) 75(6) = a1(0) .
) +/a3(0) + 3a3(8)(1 — a1(9))
For p < 73(6) we have hs3(9, p) < h3(5 p) = ao(8) + a1(d)p + b3(8)p?, where b3() =
a3(6) + as(8)7s(8). Hence hs(d, p) is a new Lyapunov majorant, which is quadratic in p.
As a result we get the next result.

Theorem 11. Let a1(0) +2+/ao(0)bs(d) < 1. Then we have the perturbation estimate

2a0(6)
(14) Wle < 0 = T e G =T

provided that f:;(é) < 73(0).

It may be shown that the inequality ]?3(5) < 753(9) in Theorem 11 is equivalent to
h3(6,73(0)) < 13(0). Any of these inequalities is easily checkable in view of the explicit
expression (13).

The case r > 3. Here the technique used is more involved since 7,.(§) may not be
computed explicitly. Instead, we work with certain easily computable quantities a1 (0)
> ag11(8)7F1(0) in (11), see [6].

Con51der again equation (12) for a given small § > 0 which guarantees that the
equation has a (unique) root 7,(5) > O This in particular implies a1(6) < 1. For k =
2,3,...,7 — 1 we have (k + 1)ag41(6)75(8) < 1 —a1(8) and 7.(8) < (1 — a1(5)))/((k +
1)ak+1(6)))1/k whenever ayy1(d) > 0. Hence

—a 1-1/k
ak+1(5)7'f71(5) < apg1(0) = allcikl((S) (17@)

k+1
and

Br(8,7(8)) < by ( )+ Z ap1(0

Thus we have obtained the following perturbatlon result.
Theorem 12. The perturbation estimate
~ 2@0 6
(15) IYlie < 71(6) = 6 _
1= a1(8) + /(1 — a1(9))? — 4ao(9)b,(9)
is valid provided a1(0)+2+/ao(0)br(5) < 1 and ]”;(5) < min{ag41(0) : k=2,3,...,r—1}.
Fractional—affine equations. Fractional-affine matrix equations involve inversions
of affine expressions in X. Typical example here is the discrete-time matrix Riccati
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equation Q — X + ARX(I + MX) 1A = 0 arising in optimal control and filtering of
discrete-time systems, where the matrices Q = Q" and M = MY are non-negative
definite, the pair [A, M) is controllable, and the pair (@, A] is detectable. The Lyapunov
majorants h(p, d) for such equations may be chosen as quadratic polynomials or fractio-
nal-affine expressions in p.

Consider the following Lyapunov majorant arising from a certain fractional-affine

matrix equation
(16) h(3, p) = bo(8) + b1 (9)p + bQ(é)bt(?)(é)ZJél));(é)p :

where 0 € R and by (d) > 0. Suppose that a) the functions by, bs, . .., bs are continuous,
b) the functions by are non—decreasing in 0 for k # 5, ¢) the function b5 is positive and
non-increasing in ¢, and d) the relations by(0) = b2(0) = 0, b1(0) < 1, b5(0) > 0, bs(0) > 0
and d(0,0) = b1(0) + b3(0)/b5(0) < 1 take place, where d(d, p) := Oh(d, p)/0p.

Denote

00(5) = bQ((S) + bo(&)b5(5), 01(5) = b5(5)(1 — bl(é)) + bo(é)b@(&) — bg(é),

(17) 2(6) ba(6) + b (0)(1 — b1(9)).
Then we have ¢9(0) = 0 and ¢;(0) = b5(0)(1 — d(0,0)) > 0. Hence for small § > 0 it is
fulfilled that c1(8) > 0 and ¢3(8) > 4co(d)ca(d).

The majorant equation p = h(d, p) may be written as c2(8)p? — c1(8)p + co(8) = 0.
Therefore we come to the following result.

Theorem 13. (i) The set A := {§ € R : ¢1(6) > 0, ¢3(6) > 4co(8)c2(0)} has non—

empty interior.
(ii) A bound for the Frobenius norm of the perturbation in the solution of the correspon-

ding fractional-affine matriz equation is given by

260(5)

(18) f6) = £ /20) = 70000

, 0 €Al

Consider for example the matrix equation
(19) F(A,X) = A1 +A2X—|—XA3 +A4X_1A5 = O7
where A := (Aq, As, A3, Ay, As) and A;, X € C™*". As before, let the matrix coefficients
A; be perturbed to A; + F; and let X + Y be a solution of the perturbed equation

(A+E X+Y)—0 where F := (E17E27E3,E4,E5)

Suppose that ||Y]|r < p and p < o := || X~ !||;'. Then the matrix Z := X + Y is
invertible, andZ =Xt -Xlyz7t=X"1 Z lyx—'=Xx1'-Xlyx—1!+
XY Z Yy X1, Moreover, we have ||Z 1|2 < (o — p) L.

The perturbation analysis presented below is based on the identity F(A+E, X+Y) =
F(A, X)+L(Y)+EFy(E)+Fi(BE,Y)+F(Y), where L(Y) := AyY +Y A3— A, X 1Y X1 A5
and

Fo(E) = Ey+FEyX +XFE3+ AyX 'Es + E, X 'As + E,Z ' Fs,
F(E)Y) = EY+YE;— A X 'YZ'Es - E.Z7'YX ' 45,
RY) = AX'YZ7'vyX'as.

Suppose that the linear matrix operator £ := Fx (A, X) is invertible and denote
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B = (X~'45)" ® (44X~1). Then the matrix L := I, @ Ay + A] @ I, — B of L
is also non—singular. Hence the perturbed equation may be written as y = P(e,y) :=
Py(e) + Pi(e,y) + Po(y), where y := vec(Y), e := vec(E), ey := vec(Ey) and
Py(e) := Lyey + Laes+ Lzes + Lyeq + Lses + Lyvec(E,Z ' Es),
Pi(e,y) := Livec(EQY +YFE3) — Lyvec(E4Z'Y) — Lsvec(Y Z ' Es)
+ L1Bvec(YZ7'Z), Py(y) := AuX 'Y Z7'Y X1 A5,
Here the matrices Ly, are defined by Ly := —L~Y, Ly := L1(I, ® X), L3 := L1(I,, ® X),
Li=Ly ((X745) T @ 1), Lo = Ly (I @ (44X 1)),
For ||y|l2 < p < o and after standard calculations we get

046
|Po(e)ll < est(Li, Lo, L3, Ly; 61, 02,03, 04) + > Sy

pest(La, Ls; 04, 05) Bp°
[Pi(e,y)ll < pA(d2 +d3) + s 1Pz < :
o—p o—p
where \ := ||L1]]2 and B := ||[L1B||2. These inequalities give a Lyapunov majorant of

type (16) with bo(é) = est(Ll, Lg, L3, L4; 51, (527 53, (54)7 bl(é) = )\((524%53), bQ((S) = )\5455,
b3(8) := est(Ly4, Ls;d4,05), by := 3, bs := 0, bg := 1. Hence ¢x(0) = 0, ¢1(0) = o > 0,
c2(0) = 1+ 3, the condition ¢2(0) > 4co(0)c2(0) is fulfilled and the domain A is correctly
defined. Hence we may formulate our last result as follows.

Theorem 14. The perturbation bound (18), (17) is valid for equation (19) with the
values of b (0) presented above.
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MA>KOPAHTU HA JIAIIYHOB 3A ITEPTYPBAIIMOHEH AHAJIN3
HA MATPUYHU YPABHEHUN A

Muxana Koucrantuaosn, Ilerko IlerkoB

Omnucanu ca HskKOM edEKTUBHU TEXHUKU 33 MEPTYpPOAIMOHEH aHAJU3 HA MaTPUIHHI
yPpaBHEHUS: OJOOPEHH MePTYPOAIMOHHN I'PAHUIIA OT II'bPBU D€/, METOJ[ Ha €KBUBa-
JICHTHUTE OIIePATOPH M MaKOPaHTU Ha JIAIMyHOB, B ChueTaHne C IpUIaraHe Ha MIPUH-
IIUITNTE Ha HEIO/IBUKHATA TOYKA.
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